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Overview 1

The Intel® Math Kernel Library (Inte]® MKL) provides Fortran routines and functions that
perform a wide variety of operations on vectors and matrices including sparse matrices. The
library also includes discrete Fourier transform routines, as well as vector mathematical and vector
statistical functions with Fortran and C interfaces.

The version of the library named Intel® Cluster MKL is a superset of Intel MKL and includes also
ScaLAPACK software for solving linear algebra problems on distributed-memory parallel
computers.

The Intel MKL enhances performance of the application programs that use it because the library
has been optimized for latest generations of Intel® processors.

This chapter introduces the Intel Math Kernel Library and provides information about the
organization of this manual.

About This Software

The Intel Math Kernel Library includes the following groups of routines:

* Basic Linear Algebra Subprograms (BLAS):
— vector operations
— matrix-vector operations
— matrix-matrix operations

® Sparse BLAS (basic vector operations on sparse vectors)
¢ LAPACK routines for solving systems of linear equations

®* LAPACK routines for solving least-squares problems, eigenvalue and singular value
problems, and Sylvester’s equations

* Auxiliary and utility LAPACK routines
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*  ScaLAPACK computational, driver and auxiliary routines (for Intel Cluster MKL only)
*  Direct Sparse Solver routines

®  Vector Mathematical Library (VML) functions for computing core mathematical functions on
vector arguments (with Fortran and C interfaces)

®  Vector Statistical Library (VSL) functions for generating vectors of pseudorandom numbers
with different types of statistical distributions

®  General Discrete Fourier Transform Functions (DFT) and a subset of Fast Fourier transform
routines (FFT) with Fortran and C interfaces.

For specific issues on using the library, please refer to the MKL Release Notes.

Technical Support

Intel MKL provides a product web site that offers timely and comprehensive product information,
including product features, white papers, and technical articles. For the latest information, check:
http://developer.intel.com/software/products/

Intel also provides a support web site that contains a rich repository of self help information,
including getting started tips, known product issues, product errata, license information, user
forums, and more (visit http://support.intel.com/support/ ).

Registering your product entitles you to one year of technical support and product updates through
Intel® Premier Support. Intel Premier Support is an interactive issue management and
communication web site providing these services:

®  Submit issues and review their status.

*  Download product updates anytime of the day.

To register your product, contact Intel, or seek product support, please visit:
http://www.intel.com/software/products/support

BLAS Routines

BLAS routines and functions are divided into the following groups according to the operations
they perform:

* BLAS Level 1 Routines and Functions perform operations of both addition and reduction on
vectors of data. Typical operations include scaling and dot products.

* BLAS Level 2 Routines perform matrix-vector operations, such as matrix-vector
multiplication, rank-1 and rank-2 matrix updates, and solution of triangular systems.


http://developer.intel.com/software/products/perflib/index.htm
http://support.intel.com/support/performancetools/libraries/mkl
http://developer.intel.com/software/products/support
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* BLAS Level 3 Routines perform matrix-matrix operations, such as matrix-matrix
multiplication, rank-k update, and solution of triangular systems.

Sparse BLAS Routines

Sparse BLAS Routines and Functions operate on sparse vectors (that is, vectors in which most of
the elements are zeros). These routines perform vector operations similar to BLAS Level 1
routines. Sparse BLAS routines take advantage of vectors’ sparsity: they allow you to store only
non-zero elements of vectors.

LAPACK Routines

The Intel Math Kernel Library covers the full set of the LAPACK computational, driver, auxiliary
and utility routines.

The original versions of LAPACK from which that part of Intel MKL was derived can be obtained
from http://www.netlib.org/lapack/index.html. The authors of LAPACK are E. Anderson, Z. Bai,
C. Bischof, S. Blackford, J. Demmel, J. Dongarra, J. Du Croz, A. Greenbaum, S. Hammarling, A.
McKenney, and D. Sorensen.

The LAPACK routines can be divided into the following groups according to the operations they
perform:

* Routines for solving systems of linear equations, factoring and inverting matrices, and
estimating condition numbers (see Chapter 3).

® Routines for solving least-squares problems, eigenvalue and singular value problems, and
Sylvester’s equations (see Chapter 4).

* Auxiliary and utility routines used to perform certain subtasks, common low-level
computation or related tasks (see Chapter 5).

ScaLAPACK Routines

ScaLAPACK package (included with Intel Cluster MKL only, see Chapter 6 and Chapter 7) runs
on distributed-memory architectures and includes routines for solving systems of linear equations,
solving linear least-squares problems, eigenvalue and singular value problems, as well as
performing a number of related computational tasks.
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The original versions of ScaLAPACK from which that part of Intel Cluster MKL was derived can
be obtained from http://www.netlib.org/scalapack/index.html. The authors of ScaLAPACK are

L. Blackford, J. Choi, A.Cleary, E. D’ Azevedo, J. Demmel, I. Dhillon, J. Dongarra, S.
Hammarling, G. Henry, A. Petitet, K.Stanley, D. Walker, and R. Whaley.

Intel Cluster MKL version of ScalLAPACK is optimized for Intel processors and uses MPICH
version of MPL.

Sparse Solver Routines

Direct sparse solver routines in Intel MKL (see Chapter 8) solve symmetric and
symmetrically-structured sparse matrices with real or complex coefficients. For symmetric
matrices, these Intel MKL subroutines can solve both positive definite and indefinite systems.
Intel MKL includes the PARDISO* sparse solver interface as well as an alternative set of user
callable direct sparse solver routines.

VML Functions

Vector Mathematical Library (VML) functions (see Chapter 9) include a set of highly optimized
implementations of certain computationally expensive core mathematical functions (power,
trigonometric, exponential, hyperbolic etc.) that operate on real vector arguments.

VSL Functions

Vector Statistical Library (VSL) functions (see Chapter 10) include a set of pseudo- and
quasi-random number generator subroutines implementing basic continuous and discrete
distributions. To provide best performance, VSL subroutines use calls to highly optimized Basic
Random Number Generators and the library of vector mathematical functions, VML.

DFT and FFT Functions

The Intel MKL multidimensional Discrete Fourier Transform functions with mixed radix support
(see Chapter 11) provide uniformity of DFT computation and combine functionality with ease of
use. Both Fortran and C interface specification are given.

For compatibility with previous versions, Intel MKL provides also a set of simplified one- and
two-dimensional Fast Fourier Transform functions (see Chapter 12) that support powers of 2
transform size.
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Performance Enhancements

The Intel Math Kernel Library has been optimized by exploiting both processor and system
features and capabilities. Special care has been given to those routines that most profit from
cache-management techniques. These especially include matrix-matrix operation routines such as
dgemm ().

In addition, code optimization techniques have been applied to minimize dependencies of
scheduling integer and floating-point units on the results within the processor.

The major optimization techniques used throughout the library include:
*  Loop unrolling to minimize loop management costs.

*  Blocking of data to improve data reuse opportunities.

* Copying to reduce chances of data eviction from cache.

* Data prefetching to help hide memory latency.

®  Multiple simultaneous operations (for example, dot products in dgemm) to eliminate stalls due
to arithmetic unit pipelines.

¢  Use of hardware features such as the SIMD arithmetic units, where appropriate.

These are techniques from which the arithmetic code benefits the most.

Parallelism

In addition to the performance enhancements discussed above, the Intel MKL offers performance
gains through parallelism provided by the symmetric multiprocessing performance (SMP) feature.
You can obtain improvements from SMP in the following ways:

®* One way is based on user-managed threads in the program and further distribution of the
operations over the threads based on data decomposition, domain decomposition, control
decomposition, or some other parallelizing technique. Each thread can use any of the Intel
MKL functions because the library has been designed to be thread-safe.

®  Another method is to use the FFT and BLAS level 3 routines. They have been parallelized and
require no alterations of your application to gain the performance enhancements of
multiprocessing. Performance using multiple processors on the level 3 BLAS shows excellent
scaling. Since the threads are called and managed within the library, the application does not
need to be recompiled thread-safe (see also BLAS Level 3 Routines in Chapter 2).

1-5



1 Intel® Math Kernel Library Reference Manual

®  Yet another method is to use tuned LAPACK routines. Currently these include the single- and
double precision flavors of routines for OR factorization of general matrices, triangular
factorization of general and symmetric positive-definite matrices, solving systems of
equations with such matrices, as well as solving symmetric eigenvalue problems.

For instructions on setting the number of available processors for the BLAS level 3 and LAPACK
routines, see the Intel MKL Technical User Notes.

Platforms Supported

The Intel Math Kernel Library includes Fortran routines and functions optimized for Intel®
processor-based computers running operating systems that support multiprocessing. In addition to
the Fortran interface, the Intel MKL includes a C-language interface for the Discrete Fourier
transform functions, as well as for the Vector Mathematical Library and Vector Statistical Library
functions.

For hardware and software requirements to use Inlel MKL, see MKL Release Notes.

About This Manual

This manual describes the routines and functions of the Intel MKL and Intel Cluster MKL.
Each reference section describes a routine group typically consisting of routines used with four
basic data types: single-precision real, double-precision real, single-precision complex, and
double-precision complex.

Each routine group is introduced by its name, a short description of its purpose, and the calling
sequence, or syntax, for each type of data with which each routine of the group is used. The
following sections are also included:

Description Describes the operation performed by routines of the group based on one
or more equations. The data types of the arguments are defined in
general terms for the group.

Input Parameters Defines the data type for each parameter on entry, for example:

a  REAL for saxpy
DOUBLE PRECISION for daxpy

Output Parameters Lists resultant parameters on exit.
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Audience for This Manual

The manual addresses programmers proficient in computational mathematics and assumes a
working knowledge of the principles and vocabulary of linear algebra, mathematical statistics, and

Fourier transforms.

Manual Organization

The manual contains the following chapters and appendixes:

Chapter 1

Chapter 2

Chapter 3

Chapter 4

Chapter 5

Chapter 6

Chapter 7

Chapter 8

Chapter 9

Chapter 10

Overview. Introduces the Intel Math Kernel Library software, provides
information on manual organization, and explains notational conventions.

BLAS and Sparse BLAS Routines. Provides descriptions of BLAS and Sparse
BLAS functions and routines.

LAPACK Routines: Linear Equations. Provides descriptions of LAPACK
routines for solving systems of linear equations and performing a number of
related computational tasks: triangular factorization, matrix inversion,
estimating the condition number of matrices.

LAPACK Routines: Least Squares and Eigenvalue Problems. Provides
descriptions of LAPACK routines for solving least-squares problems, standard
and generalized eigenvalue problems, singular value problems, and Sylvester’s
equations.

LAPACK Auxiliary and Utility Routines. Describes auxiliary and utility
LAPACK routines that perform certain subtasks or common low-level
computation.

ScalL APACK Routines. Describes ScaLAPACK computational and driver
routines (software included with Intel Cluster MKL only).

ScalLAPACK Auxiliary and Utility Routines. Describes ScaLAPACK auxiliary
routines (software included with Intel Cluster MKL only).

Sparse Solver Routines. Describes direct sparse solver routines that solve
symmetric and symmetrically-structured sparse matrices.

Vector Mathematical Functions. Provides descriptions of VML functions for
computing elementary mathematical functions on vector arguments.

Vector Generators of Statistical Distributions. Provides descriptions of VSL
functions for generating vectors of pseudorandom numbers.
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Chapter 11 Discrete Fourier Transform Functions. Describes multidimensional functions
for computing the Discrete Fourier Transform.

Chapter 12 Fast Fourier Transforms. Provides descriptions of a simplified fast Fourier
transform (FFT) routines.

Appendix A Linear Solvers Basics. Briefly describes the basic definitions and approaches
used in linear algebra for solving systems of linear equations.

Appendix B Routine and Function Arguments. Describes the major arguments of the BLAS
routines and VML functions: vector and matrix arguments.

Appendix C Code Examples. Provides code examples of calling various Intel MKL
functions and routines (BLAS, Sparse Solver, DFT).
Appendix D CBLAS Interface to the BLAS. Provides the C interface to the BLAS.

The manual also includes a Bibliography, Glossary and an Index.

Notational Conventions

1-8

This manual uses the following notational conventions:
® Routine name shorthand (?ungqgr instead of cungqgr/zungqgr).

®*  Font conventions used for distinction between the text and the code.

Routine Name Shorthand

For shorthand, character codes are represented by a question mark “?” in names of routine groups.
The question mark is used to indicate any or all possible varieties of a function; for example:

?swap Refers to all four data types of the vector-vector ? swap routine: sswap,

dswap, cswap, and zswap.

Font Conventions

The following font conventions are used:

UPPERCASE COURIER Data type used in the discussion of input and output parameters
for Fortran interface. For example, CHARACTER*1.
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lowercase courier

lowercase courier mixed
with UpperCase courier

lowercase courier italic

Code examples:
a(k+i,j) = matrix(i,Jj)
and data types for C interface, for example, const float*

Function names for C interface,
for example, vmlSetMode

Variables in arguments and parameters discussion. For example,
incx.

Used as a multiplication symbol in code examples and
equations and where required by the Fortran syntax.
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BLAS and Sparse BLAS
Routines

This chapter contains descriptions of the BLAS and Sparse BLAS routines of the Intel® Math
Kernel Library. The routine descriptions are arranged in four sections according to the BLAS level
of operation:

* “BLAS Level 1 Routines and Functions” (vector-vector operations)

* BLAS Level 2 Routines (matrix-vector operations)

* BLAS Level 3 Routines (matrix-matrix operations)

®*  Sparse BILAS Routines and Functions.

Each section presents the routine and function group descriptions in alphabetical order by routine
or function group name; for example, the ?asum group, the ?axpy group. The question mark in
the group name corresponds to different character codes indicating the data type (s, d, ¢, and z or
their combination); see Routine Naming Conventions on the next page.

When BLAS routines encounter an error, they call the error reporting routine xerbla. To be able
to view error reports, you must include xerbla in your code. A copy of the source code for
xerbla is included in the library.

(1341}
1

In BLAS Level 1 groups i?amax and i?amin, an “i” is placed before the character code and
corresponds to the index of an element in the vector. These groups are placed in the end of the
BLAS Level 1 section.
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Routine Naming Conventions

BLAS routine names have the following structure:

<character code> <name> <mod> ( )

The <character codes is a character that indicates the data type:

s  real, single precision c complex, single precision
d  real, double precision z complex, double precision

Some routines and functions can have combined character codes, such as
sc or dz. For example, the function scasum uses a complex input array and returns a real value.

The <name> field, in BLAS level 1, indicates the operation type. For example, the BLAS level 1
routines ?dot, ?rot, ?swap compute a vector dot product, vector rotation, and vector swap,
respectively.

In BLAS level 2 and 3, <name> reflects the matrix argument type:

ge  general matrix

gb  general band matrix

sy  symmetric matrix

sp  symmetric matrix (packed storage)
sb  symmetric band matrix

he  Hermitian matrix

hp  Hermitian matrix (packed storage)
hb  Hermitian band matrix

tr  triangular matrix

tp  triangular matrix (packed storage)

tb  triangular band matrix.

The <mod> field, if present, provides additional details of the operation.
BLAS level 1 names can have the following characters in the <mod> field:

c conjugated vector
u unconjugated vector
g Givens rotation.

BLAS level 2 names can have the following characters in the <mod> field:
mv  matrix-vector product

sv  solving a system of linear equations with matrix-vector operations
r rank-1 update of a matrix

r2  rank-2 update of a matrix.
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BLAS level 3 names can have the following characters in the <mod> field:
mm  matrix-matrix product

sm  solving a system of linear equations with matrix-matrix operations
rk  rank-k update of a matrix

r2k rank-2k update of a matrix.

The examples below illustrate how to interpret BLAS routine names:
<d> <dot> ddot: double-precision real vector-vector dot product
<c> <dot> <c> cdotc: complex vector-vector dot product, conjugated

<sc> <asum> scasum: sum of magnitudes of vector elements, single precision real output
and single precision complex input

<c> <dot> <u> cdotu: vector-vector dot product, unconjugated, complex
<s> <ge> <mv> sgemv: matrix-vector product, general matrix, single precision

<z> <tr> <mm> ztrmm: matrix-matrix product, triangular matrix, double-precision complex.

Sparse BLAS naming conventions are similar to those of BLAS level 1.
For more information, see “Naming Conventions in Sparse BLAS”.

Matrix Storage Schemes

Matrix arguments of BLAS routines can use the following storage schemes:

®  Full storage: a matrix 4 is stored in a two-dimensional array a, with the matrix element a;;

stored in the array element a (1, 7).

Packed storage scheme allows you to store symmetric, Hermitian, or triangular matrices more

compactly: the upper or lower triangle of the matrix is packed by columns in a

one-dimensional array.

®  Band storage: a band matrix is stored compactly in a two-dimensional array: columns of the
matrix are stored in the corresponding columns of the array, and diagonals of the matrix are
stored in rows of the array.

3

For more information on matrix storage schemes, see “‘Matrix Arguments” in Appendix B.
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BLAS Level 1 Routines and Functions

BLAS Level 1 includes routines and functions, which perform vector-vector operations. Table 2-1
lists the BLAS Level 1 routine and function groups and the data types associated with them.

Table 2-1 BLAS Level 1 Routine Groups and Their Data Types

Routine or

Function

Group Data Types Description

?asum s, d, sc, dz Sum of vector magnitudes (functions)

?axpy s,d, ¢z Scalar-vector product (routines)

2copy s,d,c,z Copy vector (routines)

?dot s, d Dot product (functions)

?sdot sd, d Dot product with extended precision
(functions)

?dotc c,z Dot product conjugated (functions)

?dotu c, z Dot product unconjugated (functions)

?nrm2 s, d, sc, dz Vector 2-norm (Euclidean norm) a normal
or null vector (functions)

?rot s, d, cs, zd Plane rotation of points (routines)

?rotg s,d,c z Givens rotation of points (routines)

?rotm s, d Modified plane rotation of points

?rotmg s, d Givens modified plane rotation of points

?scal s, d, ¢, z, cs, zd Vector scaling (routines)

?swap s, d, ¢,z Vector-vector swap (routines)

i?amax s, d,c,z Vector maximum value, absolute largest

element of a vector where 1 is an index to
this value in the vector array (functions)

i?amin s,d,c,z Vector minimum value, absolute smallest
element of a vector where 1 is an index to
this value in the vector array (functions)
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?asum

Computes the sum of magnitudes of the vector elements.

Syntax
res = gsasum ( n, x, incx )

res = scasum ( n, x, incx )

res = dasum ( n, x, incx )
res = dzasum ( n, x, incx )
Description

Given a vector x, ?asum functions compute the sum of the magnitudes of its elements or, for
complex vectors, the sum of magnitudes of the elements’ real parts plus magnitudes of their

imaginary parts:

res = |Rex (1) |+ [Imx (1) + [Rex (2) | + [Imx (2) [+ ... + |Rex (n) | + |Imx (n) |

where x is a vector of order n.

Input Parameters

n

X

incx

INTEGER. Specifies the order of vector x.

REAL for sasum

DOUBLE PRECISION for dasum
COMPLEX for scasum

DOUBLE COMPLEX for dzasum

Array, DIMENSION at least (1 + (n-1)*abs(incx)).

INTEGER. Specifies the increment for the elements of x.

Output Parameters

res

REAL for sasum

DOUBLE PRECISION for dasum
REAL for scasum

DOUBLE PRECISION for dzasum

Contains the sum of magnitudes of all elements’ real parts plus magnitudes of

their imaginary parts.
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?axpy

Computes a vector-scalar product and adds the result

to a vector.
Syntax
call saxpy ( n, a, x, incx, y, incy )
call daxpy ( n, a, x, incx, y, incy )
call caxpy ( n, a, x, incx, y, incy )
call zaxpy ( n, a, x, incx, y, incy )
Description

2-6

The ?axpy routines perform a vector-vector operation defined as

y = a*x + y
where:
a is a scalar

x and y are vectors of order n.

Input Parameters
n INTEGER. Specifies the order of vectors x and y

a REAL for saxpy
DOUBLE PRECISION for daxpy
COMPLEX for caxpy
DOUBLE COMPLEX for zaxpy

Specifies the scalar a.

x REAL for saxpy
DOUBLE PRECISION for daxpy
COMPLEX for caxpy
DOUBLE COMPLEX for zaxpy

Array, DIMENSION at least (1 + (n-1)*abs(incx)).

incx INTEGER. Specifies the increment for the elements of x.
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v REAL for saxpy
DOUBLE PRECISION for daxpy
COMPLEX for caxpy
DOUBLE COMPLEX for zaxpy

Array, DIMENSION at least (1 + (n-1)*abs(incy)).

incy INTEGER. Specifies the increment for the elements of y:

Output Parameters

v Contains the updated vector y

?copy

Copies vector to another vector.

Syntax
call scopy n, x, incx, y, incy

( )
call dcopy ( n, x, incx, y, incy )
( )
( )

call ccopy n, x, incx, y, incy
call zcopy n, x, incx, y, incy
Description

The ?copy routines perform a vector-vector operation defined as
y =X

where x and y are vectors.

Input Parameters
n INTEGER. Specifies the order of vectors x and y.

x REAL for scopy
DOUBLE PRECISION for dcopy
COMPLEX for ccopy
DOUBLE COMPLEX for zcopy

Array, DIMENSION at least (1 + (n-1)*abs(incx)).
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incx INTEGER. Specifies the increment for the elements of x.

v REAL for scopy
DOUBLE PRECISION for dcopy
COMPLEX for ccopy
DOUBLE COMPLEX for zcopy

Array, DIMENSION at least (1 + (n-1)*abs(incy)).

incy INTEGER. Specifies the increment for the elements of y:

Output Parameters

y Contains a copy of the vector x if n is positive. Otherwise, parameters are
unaltered.

?dot

Computes a vector-vector dot product.

Syntax

res sdot ( n, x, incx, y, incy )

res = ddot ( n, x, incx, y, incy )

Description

The 2dot functions perform a vector-vector reduction operation defined as

res = Z (x*y),

where x and y are vectors.

Input Parameters
n INTEGER. Specifies the order of vectors x and y

x REAL for sdot
DOUBLE PRECISION for ddot

Array, DIMENSION at least (1+ (n-1) *abs (incx)).

incx INTEGER. Specifies the increment for the elements of x.
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v REAL for sdot
DOUBLE PRECISION for ddot

Array, DIMENSION at least (1+ (n-1) *abs (incy)).

incy INTEGER. Specifies the increment for the elements of y:

Output Parameters

res REAL for sdot
DOUBLE PRECISION for ddot

Contains the result of the dot product of x and y; if n is positive. Otherwise,
res contains 0.

?sdot

Computes a vector-vector dot product with extended

precision.
Syntax
res = sdsdot ( n, sb, sx, incx, sy, incy )
res = dsdot ( n, sx, incx, sy, incy )
Description

The ?sdot functions compute the inner product of two vectors with extended precision. Both
functions use extended precision accumulation of the intermediate results, but the function
sdsdot outputs the final result in single precision, whereas the function dsdot outputs the
double precision result. The function sdsdot also adds scalar value sb to the inner product.

Input Parameters

n INTEGER. Specifies the number of elements in the input vectors sx and sy

sb REAL. Single precision scalar to be added to inner product (for the function
sdsdot only).

sx, sy REAL. Arrays, DIMENSION at least (1+ (n-1) *abs (incx)) and
(1+(n-1) *abs (incy) ), respectively. Contain the input single precision
vectors.
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incx INTEGER. Specifies the increment for the elements
of sx.

incy INTEGER. Specifies the increment for the elements
of sy.

Output Parameters

res REAL for sdsdot
DOUBLE PRECISION for dsdot

Contains the result of the dot product of sx and sy (with sb added for
sdsdot), if n is positive. Otherwise, res contains sb for sdsdot and 0 for
dsdot.

?dotc

Computes a dot product of a conjugated vector with
another vector.

Syntax

res = cdotc ( n, x, incx, y, incy )
res = zdotc ( n, x, incx, y, incy )
Description

The ?dotc functions perform a vector-vector operation defined as

res = Z (conjg(x)*y),

where x and y are n-element vectors.

Input Parameters
n INTEGER. Specifies the order of vectors x and y

x COMPLEX for cdotc
DOUBLE COMPLEX for zdotc

Array, DIMENSION at least (1 + (n-1) *abs (incx)).

incx INTEGER. Specifies the increment for the elements of x.
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v COMPLEX for cdotc
DOUBLE COMPLEX for zdotc

Array, DIMENSION at least (1 + (n-1) *abs (incy)).

incy INTEGER. Specifies the increment for the elements of y:

Output Parameters

res COMPLEX for cdotc
DOUBLE COMPLEX for zdotc

Contains the result of the dot product of the conjugated x and unconjugated y;
if n is positive. Otherwise, res contains 0.

?dotu

Computes a vector-vector dot product.

Syntax
res = cdotu ( n, x, incx, y, incy )

res = zdotu ( n, x, incx, y, incy )
Description

The ?dotu functions perform a vector-vector reduction operation defined as res = Z (x*y),

where x and y are n-element complex vectors.

Input Parameters
n INTEGER. Specifies the order of vectors x and y.

x COMPLEX for cdotu
DOUBLE COMPLEX for zdotu

Array, DIMENSION at least (1 + (n-1)*abs (incx)).
inecx INTEGER. Specifies the increment for the elements of x.

v COMPLEX for cdotu
DOUBLE COMPLEX for zdotu
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Array, DIMENSION at least (1 + (n-1) *abs (incy)).

incy INTEGER. Specifies the increment for the elements of y:

Output Parameters

res COMPLEX for cdotu
DOUBLE COMPLEX for zdotu

Contains the result of the dot product of x and y; if n is positive. Otherwise,
res contains 0.

?nrm2

Computes the Euclidean norm of a vector.

Syntax

res = snrm2 ( n, x, incx )
res = dnrm2 ( n, x, incx )
res = scnrm2 ( n, X, incx )
res = dznrm2 ( n, x, incx )
Description

The ?nrm2 functions perform a vector reduction operation defined as

res = ||x|],
where:

x 18 a vector

res is a value containing the Euclidean norm of the elements of x.
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Input Parameters
n INTEGER. Specifies the order of vector x.

x REAL for snrm2
DOUBLE PRECISION for dnrm2
COMPLEX for scnrm2
DOUBLE COMPLEX for dznrm2

Array, DIMENSION at least (1 + (n-1) *abs (incx)).

incx INTEGER. Specifies the increment for the elements of x.

Output Parameters

res REAL for snrm2
DOUBLE PRECISION for dnrm2
REAL for scnrm?2
DOUBLE PRECISION for dznrm2

Contains the Euclidean norm of the vector x.

?rot

Performs rotation of points in the plane.

Syntax

call srot ( n, x, incx, y, incy, c, s )
call drot ( n, x, incx, y, incy, c, s )
call csrot ( n, x, incx, y, incy, ¢, s )

call zdrot ( n, x, incx, y, incy, c, s )

Description

Given two complex vectors x and y; each vector element of these vectors is replaced as follows:
x(1i) = c*x(1) + s*y(i)

y(i) = c*y(i) - s*x(1)
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2-14

Input Parameters

n

X

incx

incy

INTEGER. Specifies the order of vectors x and y.

REAL for srot

DOUBLE PRECISION for drot
COMPLEX for csrot

DOUBLE COMPLEX for zdrot

Array, DIMENSION at least (1 + (n-1) *abs (incx) ).
INTEGER. Specifies the increment for the elements of x.

REAL for srot

DOUBLE PRECISION for drot
COMPLEX for csrot

DOUBLE COMPLEX for zdrot

Array, DIMENSION at least (1 + (n-1) *abs (incy)).
INTEGER. Specifies the increment for the elements of y:

REAL for srot

DOUBLE PRECISION for drot
REAL for csrot

DOUBLE PRECISION for zdrot

A scalar.

REAL for srot

DOUBLE PRECISION for drot
REAL for csrot

DOUBLE PRECISION for zdrot

A scalar.

Output Parameters

X

y

Each element is replaced by c*x + s*y.

Each element is replaced by c*y - s*x.
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?rotg

Computes the parameters for a Givens rotation.

Syntax

call srotg ( a, b, ¢, s )
call drotg ( a, b, ¢, s )
call crotg ( a, b, ¢, s )
call zrotg ( a, b, ¢, s )

Description

Given the cartesian coordinates (a, b) of a point p, these routines return the parameters a, b, c,
and s associated with the Givens rotation that zeros the y-coordinate of the point.

Input Parameters

a REAL for srotg
DOUBLE PRECISION for drotg
COMPLEX for crotg
DOUBLE COMPLEX for zrotg

Provides the x-coordinate of the point p.

b REAL for srotg
DOUBLE PRECISION for drotg
COMPLEX for crotg
DOUBLE COMPLEX for zrotg

Provides the y-coordinate of the point p.

Output Parameters

a Contains the parameter r associated with the Givens rotation.
b Contains the parameter z associated with the Givens rotation.
c REAL for srotg

DOUBLE PRECISION for drotg
REAL for crotg
DOUBLE PRECISION for zrotg
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Contains the parameter c associated with the Givens rotation.

s REAL for srotg
DOUBLE PRECISION for drotg
COMPLEX for crotg
DOUBLE COMPLEX for zrotg

Contains the parameter s associated with the Givens rotation.

?rotm

Performs rotation of points in the modified plane.

Syntax
call srotm ( n, x, incx, y, 1ncy, param )

call drotm ( n, x, incx, y, incy, param )

Description

Given two complex vectors x and y; each vector element of these vectors is replaced as follows:
x(1) = H*x(1i) + H*y(1i)

y(i) = H*y(i) - H*x(1i)

where:

His a modified Givens transformation matrix whose values are stored in the param(2) through

param (5) array. See discussion on the param argument.

Input Parameters
n INTEGER. Specifies the order of vectors x and y.

x REAL for srotm
DOUBLE PRECISION for drotm
Array, DIMENSION at least (1 + (n-1) *abs (incx) ).

incx INTEGER. Specifies the increment for the elements of x.

v REAL for srotm
DOUBLE PRECISION for drotm
Array, DIMENSTION at least (1 + (n-1) *abs (incy)).
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incy INTEGER. Specifies the increment for the elements of y:

param REAL for srotm
DOUBLE PRECISION for drotm
Array, DIMENSION 5.

The elements of the param array are:

param (1) contains a switch, flag.
param(2-5) contain h11, h21, h12, and h22, respectively, the components of
the array H.

Depending on the values of f1ag, the components of H are set as follows:
1. - g —|h11 h12
h21 h22

flag

flag = 0.: H = { 1. hlZ}
h21 1.

flag = 1.: H = {hll 1'}
-1. h22

flag = -2.:H = {1' 0}
0. 1.

In the above cases, the matrix entries of 1., -1., and 0. are assumed based on
the last three values of £1ag and are not actually loaded into the param vector.

Output Parameters

x Each element is replaced by hi1+x + hi2*y.
v Each element is replaced by h21+x + h22*y.
H Givens transformation matrix updated.

2-17



2 Intel® Math Kernel Library Reference Manual

?rotmg

Computes the modified parameters for a Givens
rotation.

Syntax
call srotmg ( di, d2, x1, yl, param )
call drotmg ( di, d2, x1, yl, param )

Description

Given cartesian coordinates (x1, y1) of an input vector, these routines compute the components of
a modified Givens transformation matrix H that zeros the y-component of the resulting vector:

X _ g x1
0 y1
Input Parameters

di1 REAL for srotmg
DOUBLE PRECISION for drotmg
Provides the scaling factor for the x-coordinate of the input vector
(sqrt (d1) x1).

dz REAL for srotmg
DOUBLE PRECISION for drotmg
Provides the scaling factor for the y-coordinate of the input vector
(sqrt (d2) y1).

x1 REAL for srotmg
DOUBLE PRECISION for drotmg
Provides the x-coordinate of the input vector.

yvi REAL for srotmg
DOUBLE PRECISION for drotmg
Provides the y-coordinate of the input vector.
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Output Parameters

param REAL for srotmg
DOUBLE PRECISION for drotmg
Array, DIMENSION 5.

The elementsof the param array are:

param (1) contains a switch, flag.
param(2-5) contain h11, h21, h12, and h22, respectively, the components of
the array H.

Depending on the values of £1ag, the components of H are set as follows:

flag = -1.: g =|h11 h12
h21 h22

flag = 0.: H = 1. hiz
h21 1.

flag:l:H:hll 1.
-1. h22

flag = -2.: H = {1' 0}
0. 1.

In the above cases, the matrix entries of 1., -1., and 0. are assumed based on the
last three values of £1ag and are not actually loaded into the param vector.

?scal

Computes a vector by a scalar product.

Syntax
call sscal n, a, x, incx )
call dscal n, a, x, incx )

call cscal n, a, x, incx )

—~ o~ o~ o~

call zscal n, a, x, 1incx )

call c¢sscal ( n, a, x, incx )
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call zdscal ( n, a, x, incx )

Description

The ?scal routines perform a vector-vector operation defined as
X = a*x

where:

a is a scalar, x is an n-element vector.

Input Parameters
n INTEGER. Specifies the order of vector x.

a REAL for sscal and csscal
DOUBLE PRECISION for dscal and zdscal
COMPLEX for cscal
DOUBLE COMPLEX for zscal

Specifies the scalar a.

x REAL for sscal
DOUBLE PRECISION for dscal
COMPLEX for cscal and csscal
DOUBLE COMPLEX for zscal and csscal

Array, DIMENSION at least (1 + (n-1)*abs (incx)).

incx INTEGER. Specifies the increment for the elements of x.

Output Parameters

x Overwritten by the updated vector x.

?swap

Swaps a vector with another vector.

2-20

Syntax
call sswap ( n, x, incx, y, incy )

call dswap ( n, x, incx, y, incy )
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call cswap ( n, x, incx, y, incy )

call zswap ( n, x, incx, y, incy )

Description

Given the two complex vectors x and y; the ? swap routines return vectors y and x swapped, each
replacing the other.

Input Parameters

n INTEGER. Specifies the order of vectors x and y.

x REAL for sswap
DOUBLE PRECISION for dswap
COMPLEX for cswap
DOUBLE COMPLEX for zZswap

Array, DIMENSION at least (1 + (n-1) *abs (incx) ).
incx INTEGER. Specifies the increment for the elements of x.

v REAL for sswap
DOUBLE PRECISION for dswap
COMPLEX for cswap
DOUBLE COMPLEX for zswap

Array, DIMENSION at least (1 + (n-1) *abs (incy)).

incy INTEGER. Specifies the increment for the elements of y:

Output Parameters

x Contains the resultant vector x.
y Contains the resultant vector y:
i7amax

Finds the element of a vector that has the largest
absolute value.

Syntax

index = isamax ( n, x, 1ncx )
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index = idamax ( n, x, 1ncx )
index = icamax ( n, x, incx )

index = izamax ( n, x, incx )

Description

Given a vector x, the i ?amax functions return the position of the vector element x (1) that has the
largest absolute value or, for complex flavors, the position of the element with the largest sum
[Re x (1) |+ [Im x (1) .

If n is not positive, 0 is returned.

If more than one vector element is found with the same largest absolute value, the index of the first
one encountered is returned.

Input Parameters

n INTEGER. Specifies the order of the vector x.

x REAL for isamax
DOUBLE PRECISION for idamax
COMPLEX for icamax
DOUBLE COMPLEX for izamax

Array, DIMENSION at least (1+ (n-1) *abs (incx)).

incx INTEGER. Specifies the increment for the elements of x.

Output Parameters

index INTEGER. Contains the position of vector element x that has the largest
absolute value.

i?7amin
Finds the element of a vector that has the smallest
absolute value.
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Syntax
index = isamin ( n, x, 1ncx )
index = idamin ( n, x, incx )
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index = icamin ( n, x, 1ncx )
index = izamin ( n, x, incx )
Description

Given a vector x, the 1 ?amin functions return the position of the vector element x (1) that has the
smallest absolute value or, for complex flavors, the position of the element with the smallest sum
[Rex (1) |+ [Imx (1)].

If n is not positive, 0 is returned.
If more than one vector element is found with the same smallest absolute value, the index of the
first one encountered is returned.

Input Parameters

n INTEGER. On entry, n specifies the order of the vector x.

x REAL for isamin
DOUBLE PRECISION for idamin
COMPLEX for icamin
DOUBLE COMPLEX for izamin

Array, DIMENSION at least (1+ (n-1) *abs (incx)).

incx INTEGER. Specifies the increment for the elements of x.

Output Parameters

index INTEGER. Contains the position of vector element x that has the smallest
absolute value.
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BLAS Level 2 Routines

This section describes BLAS Level 2 routines, which perform matrix-vector operations. Table 2-2
lists the BLAS Level 2 routine groups and the data types associated with them.

Table 2-2 BLAS Level 2 Routine Groups and Their Data Types

Routine Data

Groups Types Description

?gbmv s,d,c,z Matrix-vector product using a general band
matrix

?gemv s, d,c,z Matrix-vector product using a general matrix

?ger s, d Rank-1 update of a general matrix

?gerc c, z Rank-1 update of a conjugated general matrix

?geru c, z Rank-1 update of a general matrix,
unconjugated

?hbmv c, z Matrix-vector product using a Hermitian band
matrix

?hemv c z Matrix-vector product using a Hermitian matrix

?her c z Rank-1 update of a Hermitian matrix

?her2 c z Rank-2 update of a Hermitian matrix

?hpmv c, z Matrix-vector product using a Hermitian packed
matrix

?hpr c, z Rank-1 update of a Hermitian packed matrix

?hpr2 c z Rank-2 update of a Hermitian packed matrix

? sbmv s, d Matrix-vector product using symmetric band
matrix

? spmv s, d Matrix-vector product using a symmetric packed
matrix

?sSpr s, d Rank-1 update of a symmetric packed matrix

?spr2 s, d Rank-2 update of a symmetric packed matrix

? symv s, d Matrix-vector product using a symmetric matrix

?Syr s, d Rank-1 update of a symmetric matrix

?syr2 s, d Rank-2 update of a symmetric matrix

?thmv s, d, ¢,z Matrix-vector product using a triangular band
matrix

?tbsv s, d, ¢,z Linear solution of a triangular band matrix
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Table 2-2 BLAS Level 2 Routine Groups and Their Data Types (continued)
Routine Data
Groups Types Description
? tpmv s,d,c,z Matrix-vector product using a triangular packed

matrix

?tpsv s, d,c,z Linear solution of a triangular packed matrix
?trmv s, d, ¢,z Matrix-vector product using a triangular matrix
?trsv s, d,c,z Linear solution of a triangular matrix

?gbmv

Computes a matrix-vector product using

a general band matrix

Syntax

call sgbmv
call dgbmv
call cgbmv
call zgbmv

Description

—~ o~~~

trans,
trans,
trans,

trans,

ki1,
k1,
k1,
k1,

lda, x,
lda, x,
lda, x,
lda, x,

alpha, a, inxc, beta,

alpha, a, incx, beta,

alpha, a, incx, beta,

alpha, a, incx, beta,

The ?2gbmv routines perform a matrix-vector operation defined as

Yy =
or
Yy =
or
Yy =

where:

alpha and beta are scalars

x and y are vectors

alpha*a*x + beta*y

alpha*a'*x + beta*y,

alpha*conjg(a') *x + beta*y,

a is an m by n band matrix, with k1 sub-diagonals and ku super-diagonals.
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Input Parameters

trans

k1

alpha

CHARACTER* 1. Specifies the operation to be performed, as follows:

trans value Operation to be Performed

Norn y:= alpha*a*x + beta*y

Tort y:= alpha*a'*x + beta*y

Corc y:= alpha*conjg(a') *x +beta*y

INTEGER. Specifies the number of rows of the matrix a. The value of m must
be at least zero.

INTEGER. Specifies the number of columns of the matrix a. The value of n
must be at least zero.

INTEGER. Specifies the number of sub-diagonals of the matrix a. The value of
k1 must satisfy 0 < k1.

INTEGER. Specifies the number of super-diagonals of the matrix a. The value
of ku must satisfy 0 < ku.

REAL for sgbmv

DOUBLE PRECISION for dgbmv
COMPLEX for cgbmv

DOUBLE COMPLEX for zgbmv

Specifies the scalar alpha.

REAL for sgbmv

DOUBLE PRECISION for dgbmv
COMPLEX for cgbmv

DOUBLE COMPLEX for zgbmv

Array, DIMENSION (1da, n). Before entry, the leading (k1 + ku+ 1) by n
part of the array a must contain the matrix of coefficients. This matrix must be
supplied column-by-column, with the leading diagonal of the matrix in row
(ku + 1) of the array, the first super-diagonal starting at position 2 in row ku,
the first sub-diagonal starting at position 1 in row (ku + 2), and so on.
Elements in the array a that do not correspond to elements in the band matrix
(such as the top left ku by ku triangle) are not referenced.

The following program segment transfers a band matrix from conventional full
matrix storage to band storage:
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lda

incx

beta

incy

k = ku + 1
do 10, i = max(1, j-ku), min(m, j+kI1)
a(k+i, j) = matrix(i,j)

10 continue
20 continue

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least (k1 + ku + 1).

REAL for sgbmv

DOUBLE PRECISION for dgbmv
COMPLEX for cgbmv

DOUBLE COMPLEX for zgbmv

Array, DIMENSION at least (1 + (n - 1) *abs (incx)) when trans = 'N' or
'n' and at least (1 + (m - 1) *abs (incx)) otherwise. Before entry, the
incremented array x must contain the vector x.

INTEGER. Specifies the increment for the elements of x. incx must not be
Zero.

REAL for sgbmv

DOUBLE PRECISION for dgbmv
COMPLEX for cgbmv

DOUBLE COMPLEX for zgbmv

Specifies the scalar beta. When beta is supplied as zero, then y need not be set
on input.

REAL for sgbmv

DOUBLE PRECISION for dgbmv
COMPLEX for cgbmv

DOUBLE COMPLEX for zgbmv

Array, DIMENSION at least (1 + (m- 1) *abs (incy)) when trans = 'N' or
'n' and at least

(L+ (n-1)*abs (incy)) otherwise. Before entry, the incremented array y
must contain the vector y.

INTEGER. Specifies the increment for the elements of y. The value of incy
must not be zero.

Output Parameters

y

Overwritten by the updated vector y.
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?gemv

Computes a matrix-vector product
using a general matrix

Syntax
call sgemv trans, m, n, alpha, a, lda, x, incx, beta, y, incy
call dgemv trans, m, n, alpha, a, lda, x, incx, beta, y, incy

call cgemv trans, m, n, alpha, a, lda, x, incx, beta, y, incy

—~ o~ o~ o~

call zgemv trans, m, n, alpha, a, lda, x, incx, beta, y, incy

Description

The ?gemv routines perform a matrix-vector operation defined as

y := alpha*a*x + beta*y,

or

y := alpha*a'*x + beta*y,

or

y := alpha*conjg(a')*x + beta*y,
where:

alpha and beta are scalars

x and y are vectors

a is an m by n matrix.

Input Parameters

—_ — — ~—

trans CHARACTER*1. Specifies the operation to be performed, as follows:
trans value Operation to be Performed
Norn y:= alpha*a*x + beta*y
Tort y:= alpha*a'*x + beta*y
Corc y:= alpha*conjg(a') *x +beta*y
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alpha

lda

incx

beta

INTEGER. Specifies the number of rows of the matrix a. m must be at least
Zero.

INTEGER. Specifies the number of columns of the matrix a. The value of n
must be at least zero.

REAL for sgemv

DOUBLE PRECISION for dgemv
COMPLEX for cgemv

DOUBLE COMPLEX for zgemv

Specifies the scalar alpha.

REAL for sgemv

DOUBLE PRECISION for dgemv
COMPLEX for cgemv

DOUBLE COMPLEX for zgemv

Array, DIMENSION (1da, n).Before entry, the leading m by n part of the array
a must contain the matrix of coefficients.

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least max (1, m).

REAL for sgemv

DOUBLE PRECISION for dgemv
COMPLEX for cgemv

DOUBLE COMPLEX for zgemv

Array, DIMENSION at least (1+ (n-1) *abs (incx)) when trans = 'N' or
'n' and at least (1+ (m - 1) *abs (incx) ) otherwise. Before entry, the
incremented array x must contain the vector x.

INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

REAL for sgemv

DOUBLE PRECISION for dgemv
COMPLEX for cgemv

DOUBLE COMPLEX for zgemv

Specifies the scalar beta. When beta is supplied as zero, then y need not be
set on input.
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v REAL for sgemv
DOUBLE PRECISION for dgemv
COMPLEX for cgemv
DOUBLE COMPLEX for zgemv

Array, DIMENSION at least (1 + (m - 1) *abs (incy)) when trans = 'N' or
'n' and at least (1 + (n - 1) *abs (incy)) otherwise. Before entry with
beta non-zero, the incremented array y must contain the vector y.

incy INTEGER. Specifies the increment for the elements of y. The value of incy
must not be zero.
Output Parameters

b Overwritten by the updated vector y.

?ger

Performs a rank-1 update of a general matrix.
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Syntax

call sger ( m, n, alpha, x, incx, y, incy, a, lda )
call dger ( m, n, alpha, x, incx, y, incy, a, lda )
Description

The ?ger routines perform a matrix-vector operation defined as

a := alpha*x*y' + a,
where:

alpha is a scalar

x 18 an m-element vector
y is an n-element vector

a is an m by n matrix.
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Input Parameters

m INTEGER. Specifies the number of rows of the matrix a. The value of m must
be at least zero.

n INTEGER. Specifies the number of columns of the matrix a. The value of n
must be at least zero.

alpha REAL for sger
DOUBLE PRECISION for dger

Specifies the scalar alpha.

x REAL for sger
DOUBLE PRECISION for dger

Array, DIMENSION at least (1 + (m - 1) *abs (incx) ). Before entry, the
incremented array x must contain the m-element vector x.

inex INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

v REAL for sger
DOUBLE PRECISION for dger

Array, DIMENSION at least (1 + (n - 1) *abs (incy) ). Before entry, the
incremented array y must contain the n-element vector y.

incy INTEGER. Specifies the increment for the elements of y. The value of incy
must not be zero.

a REAL for sger
DOUBLE PRECISION for dger

Array, DIMENSION (1da, n).Before entry, the leading m by n part of the array
a must contain the matrix of coefficients.

lda INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least max (1, m).

Output Parameters

a Overwritten by the updated matrix.

2-31



2 Intel® Math Kernel Library Reference Manual

?gerc

Performs a rank-1 update (conjugated)
of a general matrix.

2-32

Syntax

call cgerc ( m, n, alpha, x, incx, y, incy, a, lda )
call zgerc ( m, n, alpha, x, incx, y, incy, a, lda )
Description

The ?gerc routines perform a matrix-vector operation defined as

a := alpha*x*conijg(y') + a,
where:

alpha is a scalar

x 1s an m-element vector

v is an n-element vector

a is an m by n matrix.

Input Parameters

m INTEGER. Specifies the number of rows of the matrix a. The value of m must
be at least zero.

n INTEGER. Specifies the number of columns of the matrix a. The value of n
must be at least zero.

alpha SINGLE PRECISION COMPLEX for cgerc
DOUBLE PRECISION COMPLEX for zgerc

Specifies the scalar alpha.

X SINGLE PRECISION COMPLEX for cgerc
DOUBLE PRECISION COMPLEX for zgerc

Array, DIMENSION at least (1 + (m - 1) *abs (incx) ). Before entry, the
incremented array x must contain the m-element vector x.
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inecx INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

b COMPLEX for cgerc
DOUBLE COMPLEX for zgerc

Array, DIMENSION at least (1 + (n - 1) *abs (incy) ). Before entry, the
incremented array y must contain the n-element vector y.

incy INTEGER. Specifies the increment for the elements of y. The value of incy
must not be zero.

a COMPLEX for cgerc
DOUBLE COMPLEX for zgerc

Array, DIMENSION (1da, n).Before entry, the leading m by n part of the array
a must contain the matrix of coefficients.

lda INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least max (1, m).

Output Parameters

a Overwritten by the updated matrix.
?geru
Performs a rank-1 update (unconjugated) of a general
matrix.
Syntax
call cgeru ( m, n, alpha, x, incx, y, incy, a, lda )
call zgeru ( m, n, alpha, x, incx, y, incy, a, lda )
Description
The ?geru routines perform a matrix-vector operation defined as
a:= alpha*x*y' + a,
where:

alpha is a scalar
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x 18 an m-element vector
y 18 an n-element vector

a is an m by n matrix.

Input Parameters

m INTEGER. Specifies the number of rows of the matrix a. The value of m must
be at least zero.

n INTEGER. Specifies the number of columns of the matrix a. The value of n
must be at least zero.

alpha COMPLEX for cgeru
DOUBLE COMPLEX for zgeru

Specifies the scalar alpha.

x COMPLEX for cgeru
DOUBLE COMPLEX for zgeru

Array, DIMENSION at least (1 + (m - 1) *abs (incx) ). Before entry, the
incremented array x must contain the m-element vector x.

incx INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

v COMPLEX for cgeru
DOUBLE COMPLEX for zgeru

Array, DIMENSION at least (1 + (n - 1) *abs (incy) ). Before entry, the
incremented array y must contain the n-element vector y.

incy INTEGER. Specifies the increment for the elements of y. The value of incy
must not be zero.

a COMPLEX for cgeru
DOUBLE COMPLEX for zgeru

Array, DIMENSION (Ida, n).Before entry, the leading m by n part of the array
a must contain the matrix of coefficients.

lda INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least max (1, m).

Output Parameters

a Overwritten by the updated matrix.
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?hbmv

Computes a matrix-vector product using a Hermitian
band matrix.

Syntax

call chbmv ( uplo, n, k, alpha, a, lda, x, incx, beta, y, incy )
call zhbmv ( uplo, n, k, alpha, a, lda, x, incx, beta, y, incy )
Description

The ?hbmv routines perform a matrix-vector operation defined as

y := alpha*a*x + beta*y,

where:

alpha and beta are scalars

x and y are n-element vectors

ais an n by n Hermitian band matrix, with k super-diagonals.

Input Parameters

uplo CHARACTER*1. Specifies whether the upper or lower triangular part of the
band matrix a is being supplied, as follows:

uplo value Part of Matrix a Supplied
Uoru The upper triangular part of matrix a is being
supplied.
Lorl The lower triangular part of matrix a is being
supplied.
n INTEGER. Specifies the order of the matrix a. The value of n must be at least
Zero.
k INTEGER. Specifies the number of super-diagonals of the matrix a. The value

of k must satisfy 0 < k.

alpha COMPLEX for chbmv
DOUBLE COMPLEX for zhbmv
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lda

Specifies the scalar alpha.

COMPLEX for chbmv
DOUBLE COMPLEX for zhbmv

Array, DIMENSION (lda, n). Before entry with

uplo='U' or 'u’', the leading (k + 1) by n part of the array a must contain
the upper triangular band part of the Hermitian matrix. The matrix must be
supplied column-by-column, with the leading diagonal of the matrix in row (k
+ 1) of'the array, the first super-diagonal starting at position 2 in row k, and so
on. The top left k by k triangle of the array a is not referenced.

The following program segment transfers the upper triangular part of a

Hermitian band matrix from conventional full matrix storage to band storage:

do 20, j =1, n

m=k+ 1 -3

do 10, 1 = max (1, j - k), J
a(m + 1, j) = matrix(i, 7J)
10 continue

20 continue

Before entry with uplo='L' or '1', the leading

(k + 1) by n part of the array a must contain the lower triangular band part of
the Hermitian matrix, supplied column-by-column, with the leading diagonal
of the matrix in row 1 of the array, the first sub-diagonal starting at position 1
in row 2, and so on. The bottom right k by k triangle of the array a is not
referenced.

The following program segment transfers the lower triangular part of a
Hermitian band matrix from conventional full matrix storage to band storage:

do 20, j =1, n

m=1-7

do 10, 1 = j, min( n, j + k)
a(m+ 1i, j ) = matrix( i, j )

10 continue
20 continue

The imaginary parts of the diagonal elements need not be set and are assumed
to be zero.

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least (k + 1).

COMPLEX for chbmv
DOUBLE COMPLEX for zhbmv
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Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the vector x.

inex INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

beta COMPLEX for chbmv
DOUBLE COMPLEX for zhbmv

Specifies the scalar beta.

v COMPLEX for chbmv
DOUBLE COMPLEX for zhbmv

Array, DIMENSION at least (1 + (n - 1) *abs (incy) ). Before entry, the
incremented array y must contain the vector y.

incy INTEGER. Specifies the increment for the elements of y: The value of incy
must not be zero.
Output Parameters

v Overwritten by the updated vector y.

?hemv

Computes a matrix-vector product
using a Hermitian matrix.

Syntax

call chemv ( uplo, n, alpha, a, lda, x, incx, beta, y, incy )
call zhemv ( uplo, n, alpha, a, lda, x, incx, beta, y, incy )
Description

The ?hemv routines perform a matrix-vector operation defined as

y := alpha*a*x + beta*y,
where:

alpha and beta are scalars
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x and y are n-element vectors

ais an n by n Hermitian matrix.

Input Parameters

uplo

alpha

lda

2-38

CHARACTER*1. Specifies whether the upper or lower triangular part of the
array a is to be referenced, as follows:

uplo value Part of Array a To Be Referenced

vuoru The upper triangular part of array a is to be
referenced.

Lorl The lower triangular part of array a is to be
referenced.

INTEGER. Specifies the order of the matrix a. The value of n must be at least
Zero.

COMPLEX for chemv
DOUBLE COMPLEX for zhemv

Specifies the scalar alpha.

COMPLEX for chemv
DOUBLE COMPLEX for zhemv

Array, DIMENSION (lda, n). Before entry with

uplo='U"' or 'u', the leading n by n upper triangular part of the array a
must contain the upper triangular part of the Hermitian matrix and the strictly
lower triangular part of a is not referenced. Before entry with

uplo='L' or '1', the leading n by n lower triangular part of the array a must
contain the lower triangular part of the Hermitian matrix and the strictly upper
triangular part of a is not referenced.

The imaginary parts of the diagonal elements need not be set and are assumed
to be zero.

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least max (1, n).

COMPLEX for chemv
DOUBLE COMPLEX for zhemv

Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element vector x.
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inecx INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

beta COMPLEX for chemv
DOUBLE COMPLEX for zhemv

Specifies the scalar beta. When beta is supplied as zero then y need not be
set on input.

v COMPLEX for chemv
DOUBLE COMPLEX for zhemv

Array, DIMENSION at least (1 + (n - 1) *abs (incy) ). Before entry, the
incremented array y must contain the n-element vector y.

incy INTEGER. Specifies the increment for the elements of y: The value of incy
must not be zero.
Output Parameters

v Overwritten by the updated vector y.

?her

Performs a rank-1 update of a Hermitian matrix.

Syntax

call cher ( uplo, n, alpha, x, incx, a, lda )
call zher ( uplo, n, alpha, x, incx, a, 1lda )
Description

The ?her routines perform a matrix-vector operation defined as

a := alpha*x*conijg(x') + a,
where:

alpha is areal scalar

x 1s an n-element vector

ais an n by n Hermitian matrix.

2-39



2 Intel® Math Kernel Library Reference Manual

2-40

Input Parameters

uplo

alpha

incx

lda

CHARACTER*1. Specifies whether the upper or lower triangular part of the
array a is to be referenced, as follows:

uplo value Part of Array a To Be Referenced

Uoru The upper triangular part of array a is to be
referenced.

Lorl The lower triangular part of array a is to be
referenced.

INTEGER. Specifies the order of the matrix a. The value of n must be at least
zero.

REAL for cher
DOUBLE PRECISION for zher

Specifies the scalar alpha.

COMPLEX for cher
DOUBLE COMPLEX for zher

Array, dimension at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element vector x.

INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

COMPLEX for cher
DOUBLE COMPLEX for zher

Array, DIMENSION (lda, n). Before entry with

uplo='U" or 'u', the leading n by n upper triangular part of the array a must
contain the upper triangular part of the Hermitian matrix and the strictly lower
triangular part of a is not referenced.

Before entry with uplo = 'L' or '1', the leading n by n lower triangular part
of the array a must contain the lower triangular part of the Hermitian matrix
and the strictly upper triangular part of a is not referenced.

The imaginary parts of the diagonal elements need not be set and are assumed
to be zero.

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least max (1, n).
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Output Parameters

a With uplo= 'U' or 'u', the upper triangular part of the array a is overwritten
by the upper triangular part of the updated matrix.

With uplo= 'L' or '1', the lower triangular part of the array a is overwritten
by the lower triangular part of the updated matrix.

The imaginary parts of the diagonal elements are set to zero.

?her2

Performs a rank-2 update of a Hermitian matrix.

Syntax

call cher2 ( uplo, n, alpha, x, incx, y, incy, a, lda )
call zher2 ( uplo, n, alpha, x, incx, y, incy, a, lda )
Description

The ?her2 routines perform a matrix-vector operation defined as

a := alpha*x*conjg(y') + conjg(alpha)*y*conjg(x') + a,
where:

alpha is a scalar

x and y are n-element vectors

ais an n by n Hermitian matrix.

Input Parameters

uplo CHARACTER*1. Specifies whether the upper or lower triangular part of the
array a is to be referenced, as follows:

uplo value Part of Array a To Be Referenced

Uoru The upper triangular part of array a is to be
referenced.

Lorl The lower triangular part of array a is to be
referenced.
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alpha

incx

incy

lda

INTEGER. Specifies the order of the matrix a. The value of n must be at least
Zero.

COMPLEX for cher2
DOUBLE COMPLEX for zher2

Specifies the scalar alpha.

COMPLEX for cher2
DOUBLE COMPLEX for zher2

Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element vector x.

INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

COMPLEX for cher2
DOUBLE COMPLEX for zher2

Array, DIMENSION at least (1 + (n - 1) *abs (incy) ). Before entry, the
incremented array y must contain the n-element vector y.

INTEGER. Specifies the increment for the elements of y: The value of incy
must not be zero.

COMPLEX for cher2
DOUBLE COMPLEX for zher2

Array, DIMENSION (lda, n). Before entry with
uplo='U" or 'u', the leading n by n upper triangular part of the array a must
contain the upper triangular part of the Hermitian matrix and the strictly lower
triangular part of a is not referenced.

Before entry with uplo= 'L' or '1', the leading n by n lower triangular part
of the array a must contain the lower triangular part of the Hermitian matrix
and the strictly upper triangular part of a is not referenced.

The imaginary parts of the diagonal elements need not be set and are assumed
to be zero.

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least max (1, n).

Output Parameters

a
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With uplo= 'L' or '1', the lower triangular part of the array a is overwritten
by the lower triangular part of the updated matrix.

The imaginary parts of the diagonal elements are set to zero.

?hpmv

Computes a matrix-vector product using a Hermitian

packed matrix.

Syntax

call chpmv ( uplo, n, alpha,
call zhpmv ( uplo, n, alpha,

Description

x, 1incx, beta, y, incy )

x, 1incx, beta, y, incy )

The ?hpmv routines perform a matrix-vector operation defined as

y := alpha*a*x + beta*y,
where:
alpha and beta are scalars

x and y are n-element vectors

ais an n by n Hermitian matrix, supplied in packed form.

Input Parameters

uplo CHARACTER*1. Specifies whether the upper or lower triangular part of the
matrix a is supplied in the packed array ap, as follows:

uplo value Part of Matrix a Supplied
Uoru The upper triangular part of matrix a is supplied in
ap.
Lorl The lower triangular part of matrix a is supplied in
ap.
n INTEGER. Specifies the order of the matrix a. The value of n must be at least
Zero.
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alpha

ap

incx

beta

incy

COMPLEX for chpmv
DOUBLE COMPLEX for zhpmv

Specifies the scalar alpha.

COMPLEX for chpmv
DOUBLE COMPLEX for zhpmv

Array, DIMENSION at least ( (n* (n+ 1)) /2). Before entry with uplo = 'U"
or 'u', the array ap must contain the upper triangular part of the Hermitian
matrix packed sequentially, column-by-column, so that ap (1) contains a (1,
1), ap(2) and ap(3) contain a (1, 2) and a (2, 2) respectively, and so on.
Before entry with uplo = 'L' or '1', the array ap must contain the lower
triangular part of the Hermitian matrix packed sequentially,
column-by-column, so that ap (1) contains a (1, 1), ap (2) and ap(3)
contain a (2, 1) and a (3, 1) respectively, and so on.

The imaginary parts of the diagonal elements need not be set and are assumed
to be zero.

COMPLEX for chpmv
DOUBLE PRECISION COMPLEX for zhpmv

Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element vector x.

INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

COMPLEX for chpmv
DOUBLE COMPLEX for zhpmv

Specifies the scalar beta. When beta is supplied as zero then y need not be
set on input.

COMPLEX for chpmv
DOUBLE COMPLEX for zhpmv

Array, DIMENSION at least (1 + (n - 1) *abs (incy) ). Before entry, the
incremented array y must contain the n-element vector y.

INTEGER. Specifies the increment for the elements of y. The value of incy
must not be zero.

Output Parameters

Y
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?hpr

Performs a rank-1 update of a Hermitian packed
matrix.

Syntax

call chpr ( uplo, n, alpha, x, incx, ap )
call zhpr ( uplo, n, alpha, x, incx, ap )
Description

The?hpr routines perform a matrix-vector operation defined as

a := alpha*x*conijg(x') + a,

where:

alpha is a real scalar

x is an n-element vector

ais an n by n Hermitian matrix, supplied in packed form.

Input Parameters

uplo CHARACTER*1. Specifies whether the upper or lower triangular part of the
matrix a is supplied in the packed array ap, as follows:

uplo value Part of Matrix a Supplied
Uoru The upper triangular part of matrix a is supplied in
ap.
Lorl The lower triangular part of matrix a is supplied in
ap.
n INTEGER. Specifies the order of the matrix a. The value of n must be at least
ZET0.
alpha REAL for chpr

DOUBLE PRECISION for zhpr

Specifies the scalar alpha.
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incx

ap

COMPLEX for chpr
DOUBLE COMPLEX for zhpr

Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element vector x.

INTEGER. Specifies the increment for the elements of x. incx must not be
Zero.

COMPLEX for chpr
DOUBLE COMPLEX for zhpr

Array, DIMENSION at least ( (n* (n+ 1)) /2). Before entry with uplo= 'U'
or 'u', the array ap must contain the upper triangular part of the Hermitian

matrix packed sequentially, column-by-column, so that ap (1) contains a (1,
1), ap(2) and ap(3) contain a (1, 2) and a (2, 2) respectively, and so on.

Before entry with upIlo= 'L' or '1', the array ap must contain the lower
triangular part of the Hermitian matrix packed sequentially,
column-by-column, so that ap (1) contains a(1, 1), ap(2) and ap(3)
contain a (2, 1) and a (3, 1) respectively, and so on.

The imaginary parts of the diagonal elements need not be set and are assumed
to be zero.

Output Parameters

ap

With uplo = 'U" or 'u', overwritten by the upper triangular part of the
updated matrix.

With uplo = 'L' or '1', overwritten by the lower triangular part of the
updated matrix.

The imaginary parts of the diagonal elements are set to zero.

?hpr2

Performs a rank-2 update of a Hermitian packed

matrix.
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call zhpr2 ( uplo, n, alpha, x, incx, y, incy, ap )

Description

The?hpr2 routines perform a matrix-vector operation defined as

a := alpha*x*conjg(y') + conjg(alpha)*y*conjg(x') + a,
where:

alpha is a scalar

x and y are n-element vectors

ais an n by n Hermitian matrix, supplied in packed form.

Input Parameters

uplo CHARACTER*1. Specifies whether the upper or lower triangular part of the
matrix a is supplied in the packed array ap, as follows

uplo value Part of Matrix a Supplied
Uoru The upper triangular part of matrix a is supplied in
ap.
Lorl The lower triangular part of matrix a is supplied in
ap.
n INTEGER. Specifies the order of the matrix a. The value of n must be at least
ZETo0.
alpha COMPLEX for chpr2

DOUBLE COMPLEX for zhpr2
Specifies the scalar alpha.

x COMPLEX for chpr2
DOUBLE COMPLEX for zhpr2

Array, dimension at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element vector x.

inecx INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

y COMPLEX for chpr2
DOUBLE COMPLEX for zhpr2
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incy

ap

Array, DIMENSION at least (1 + (n - 1) *abs (incy) ). Before entry, the
incremented array y must contain the n-element vector y.

INTEGER. Specifies the increment for the elements of y: The value of incy
must not be zero.

COMPLEX for chpr2
DOUBLE COMPLEX for zhpr2

Array, DIMENSION at least ( (n* (n+ 1)) /2). Before entry with uplo= 'U'
or 'u', the array ap must contain the upper triangular part of the Hermitian

matrix packed sequentially, column-by-column, so that ap (1) contains a (1,
1), ap(2) and ap(3) contain a (1, 2) and a (2, 2) respectively, and so on.

Before entry with uplo = 'L' or '1', the array ap must contain the lower
triangular part of the Hermitian matrix packed sequentially,
column-by-column, so that ap (1) contains a(1, 1), ap(2) and ap(3)
contain a (2, 1) and a (3, 1) respectively, and so on.

The imaginary parts of the diagonal elements need not be set and are assumed
to be zero.

Output Parameters

ap With uplo = 'U' or 'u', overwritten by the upper triangular part of the
updated matrix.
With uplo = 'L' or '1', overwritten by the lower triangular part of the
updated matrix.
The imaginary parts of the diagonal elements need are set to zero.
?sbmv

Computes a matrix-vector product using a symmetric

band matrix.

Syntax
call ssbmv

call dsbmv
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Description

The ?sbmv routines perform a matrix-vector operation defined as

y := alpha*a*x + beta*y,
where:

alpha and beta are scalars

x and y are n-element vectors

a is an n by n symmetric band matrix, with k super-diagonals.

Input Parameters

uplo CHARACTER*1. Specifies whether the upper or lower triangular part of the
band matrix a is being supplied, as follows:

uplo value Part of Matrix a Supplied
Uuoru The upper triangular part of matrix a is supplied.
Lorl The lower triangular part of matrix a is supplied.
n INTEGER. Specifies the order of the matrix a. The value of n must be at least
Zero.
k INTEGER. Specifies the number of super-diagonals of the matrix a. The value

of k must satisfy 0 < k.

alpha REAL for ssbmv
DOUBLE PRECISION for dsbmv

Specifies the scalar alpha.

a REAL for ssbmv
DOUBLE PRECISION for dsbmv

Array, DIMENSION (l1da, n).Before entry with

uplo='U' or 'u’', the leading (k + 1) by n part of the array a must contain
the upper triangular band part of the symmetric matrix, supplied
column-by-column, with the leading diagonal of the matrix in row (k + 1) of
the array, the first super-diagonal starting at position 2 in row k, and so on. The
top left k by k triangle of the array a is not referenced.

The following program segment transfers the upper triangular part of a
symmetric band matrix from conventional full matrix storage to band storage:
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lda

incx

beta
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do 20, j =1, n

m=%k + 1 -3

do 10, 1 = max( 1, j - k), jJ
a(m+ i, j ) = matrix( i, j )

10 continue
20 continue

Before entry with uplo='L' or '1', the leading

(k + 1) by n part of the array a must contain the lower triangular band part of
the symmetric matrix, supplied column-by-column, with the leading diagonal
of the matrix in row 1 of the array, the first sub-diagonal starting at position 1
in row 2, and so on. The bottom right k by k triangle of the array a is not
referenced.

The following program segment transfers the lower triangular part of a
symmetric band matrix from conventional full matrix storage to band storage:

do 20, j =1, n

m=1-73
do 10, i = j, min( n, j + k)
a(m+ i, j ) = matrix( i, J )

10 continue
20 continue

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least (k + 1).

REAL for ssbmv
DOUBLE PRECISION for dsbmv

Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the vector x.

INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

REAL for ssbmv
DOUBLE PRECISION for dsbmv

Specifies the scalar beta.

REAL for ssbmv
DOUBLE PRECISION for dsbmv

Array, DIMENSION at least (1 + (n - 1) *abs (incy) ). Before entry, the
incremented array y must contain the vector y.
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incy INTEGER. Specifies the increment for the elements of y. The value of incy
must not be zero.

Output Parameters

v Overwritten by the updated vector y.

?spmv

Computes a matrix-vector product
using a symmetric packed matrix.

Syntax

call sspmv ( uplo, n, alpha, ap, x, incx, beta, y, incy )
call dspmv ( uplo, n, alpha, ap, x, incx, beta, y, incy )
Description

The ?spmv routines perform a matrix-vector operation defined as

y := alpha*a*x + beta*y,
where:

alpha and beta are scalars

x and y are n-element vectors

a is an n by n symmetric matrix, supplied in packed form.

Input Parameters

uplo CHARACTER*1. Specifies whether the upper or lower triangular part of the
matrix a is supplied in the packed array ap, as follows:

uplo value Part of Matrix a Supplied

Uoru The upper triangular part of matrix a is supplied in
ap.

Lorl The lower triangular part of matrix a is supplied in
ap.
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alpha

ap

incx

beta

incy

INTEGER. Specifies the order of the matrix a. The value of n must be at least
Zero.

REAL for sspmv
DOUBLE PRECISION for dspmv

Specifies the scalar alpha.

REAL for sspmv
DOUBLE PRECISION for dspmv

Array, DIMENSION at least ( (n* (n + 1)) /2). Before entry with uplo= 'U'
or 'u', the array ap must contain the upper triangular part of the symmetric
matrix packed sequentially, column-by-column, so that ap (1) contains a (1,
1), ap(2) and ap(3) contain a (1, 2) and a (2, 2) respectively, and so on.
Before entry with uplo = 'L' or '1', the array ap must contain the lower
triangular part of the symmetric matrix packed sequentially,
column-by-column, so that ap (1) contains a(1, 1), ap(2) and ap(3)
contain a (2, 1) and a (3, 1) respectively, and so on.

REAL for sspmv
DOUBLE PRECISION for dspmv

Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element vector x.

INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

REAL for sspmv
DOUBLE PRECISION for dspmv

Specifies the scalar beta. When beta is supplied as zero, then y need not be
set on input.

REAL for sspmv
DOUBLE PRECISION for dspmv

Array, DIMENSION at least (1 + (n - 1) *abs (incy) ). Before entry, the
incremented array y must contain the n-element vector y.

INTEGER. Specifies the increment for the elements of y: The value of incy
must not be zero.

Output Parameters

Y

2-52

Overwritten by the updated vector y.



BLAS and Sparse BLAS Routines 2

?spr

Performs a rank-1 update

of a symmetric packed matrix.

Syntax

call sspr( uplo, n, alpha, x, incx, ap )

call dspr( uplo, n, alpha, x, incx, ap )

Description

The ?spr routines perform a matrix-vector operation defined as

a:= alpha*x*x'

where:

+ a,

alpha is a real scalar

x 1S an n-element vector

a is an n by n symmetric matrix, supplied in packed form.

Input Parameters

uplo

alpha

CHARACTER*1. Specifies whether the upper or lower triangular part of the
matrix a is supplied in the packed array ap, as follows:

uplo value Part of Matrix a Supplied

Uoru The upper triangular part of matrix a is supplied in
ap.

Lorl The lower triangular part of matrix a is supplied in
ap.

INTEGER. Specifies the order of the matrix a. The value of n must be at least
zero.

REAL for sspr
DOUBLE PRECISION for dspr

Specifies the scalar alpha.
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Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element vector x.

INTEGER. Specifies the increment for the elements of x. The value of incx

x REAL for sspr

DOUBLE PRECISION for dspr
incx

must not be zero.
ap REAL for sspr

DOUBLE PRECISION for dspr

Array, DIMENSION at least ( (n* (n+ 1)) /2). Before entry with uplo= 'U'
or 'u', the array ap must contain the upper triangular part of the symmetric
matrix packed sequentially, column-by-column, so that ap (1) contains
a(1l,1),ap(2) and ap(3) contain a (1, 2) and a (2, 2) respectively, and so
on.

Before entry with upIlo= 'L' or '1', the array ap must contain the lower
triangular part of the symmetric matrix packed sequentially,
column-by-column, so that ap (1) contains a(1,1), ap(2)and
ap(3)contain a(2,1) and a (3, 1) respectively, and so on.

Output Parameters

With uplo = 'U" or 'u', overwritten by the upper triangular part of the

ap
updated matrix.
With uplo = 'L' or '1', overwritten by the lower triangular part of the
updated matrix.
?spr2

Performs a rank-2 update
of a symmetric packed matrix.

Syntax
call sspr2( uplo, n, alpha, x, incx, y,

call dspr2( uplo, n, alpha, x, incx, y,

incy, ap )

incy, ap )
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Description

The ?spr2 routines perform a matrix-vector operation defined as

a:= alpha*x*y' + alpha*y*x' + a,
where:

alpha is a scalar

x and y are n-element vectors

a is an n by n symmetric matrix, supplied in packed form.

Input Parameters

uplo CHARACTER*1. Specifies whether the upper or lower triangular part of the
matrix a is supplied in the packed array ap, as follows:

uplo value Part of Matrix a Supplied
Uuoru The upper triangular part of matrix a is supplied in
ap.
Lorl The lower triangular part of matrix a is supplied in
ap.
n INTEGER. Specifies the order of the matrix a. The value of n must be at least
ZETo0.
alpha REAL for sspr2

DOUBLE PRECISION for dspr2
Specifies the scalar alpha.

x REAL for sspr2
DOUBLE PRECISION for dspr2

Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element vector x.

inecx INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

v REAL for sspr2
DOUBLE PRECISION for dspr2

Array, DIMENSION at least (1 + (n - 1) *abs (incy) ). Before entry, the
incremented array y must contain the n-element vector y.
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incy INTEGER. Specifies the increment for the elements of y: The value of incy
must not be zero.

ap REAL for sspr2
DOUBLE PRECISION for dspr2

Array, DIMENSION at least ( (n* (n+ 1)) /2). Before entry with uplo = 'U"
or 'u', the array ap must contain the upper triangular part of the symmetric
matrix packed sequentially, column-by-column, so that ap (1) contains
a(l,1),ap(2) and ap(3) contain a (1,2) and a (2, 2) respectively, and so
on.

Before entry with uplo = 'L or '1', the array ap must contain the lower
triangular part of the symmetric matrix packed sequentially,
column-by-column, so that ap (1) contains a(1,1), ap(2) and ap (3)
contain a(2,1) and a(3,1) respectively, and so on.

Output Parameters

ap With uplo = 'U' or 'u', overwritten by the upper triangular part of the
updated matrix.

With uplo = 'L' or '1', overwritten by the lower triangular part of the
updated matrix.

?symv

Computes a matrix-vector product
for a symmetric matrix.
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Syntax

call ssymv ( uplo, n, alpha, a, lda, x, incx, beta, y, incy )
call dsymv ( uplo, n, alpha, a, lda, x, incx, beta, y, incy )
Description

The ?symv routines perform a matrix-vector operation defined as

y := alpha*a*x + beta*y,

where:
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alpha and beta are scalars
xand y are n-element vectors
a is an n by n symmetric matrix.

Input Parameters

uplo CHARACTER*1. Specifies whether the upper or lower triangular part of the
array a is to be referenced, as follows:

uplo value Part of Array a To Be Referenced
Uoru The upper triangular part of array a is to be
referenced.
Lorl The lower triangular part of array a is to be
referenced.
n INTEGER. Specifies the order of the matrix a. The value of n must be at least
Z€r0.
alpha REAL for ssymv

DOUBLE PRECISION for dsymv
Specifies the scalar alpha.

a REAL for ssymv
DOUBLE PRECISION for dsymv

Array, DIMENSION (1da, n). Before entry with

uplo='U"' or 'u', the leading n by n upper triangular part of the array a must
contain the upper triangular part of the symmetric matrix and the strictly lower
triangular part of a is not referenced. Before entry with

uplo='L' or '1', the leading n by n lower triangular part of the array a must
contain the lower triangular part of the symmetric matrix and the strictly upper
triangular part of a is not referenced.

lda INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least max (1, n) .

x REAL for ssymv
DOUBLE PRECISION for dsymv

Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element vector x.
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incx INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

beta REAL for ssymv
DOUBLE PRECISION for dsymv

Specifies the scalar beta. When beta is supplied as zero, then y need not be
set on input.

v REAL for ssymv
DOUBLE PRECISION for dsymv

Array, DIMENSION at least (1 + (n - 1) *abs (incy) ). Before entry, the
incremented array y must contain the n-element vector y.

incy INTEGER. Specifies the increment for the elements of y. The value of incy
must not be zero.
Output Parameters

v Overwritten by the updated vector y.

?syr

Performs a rank-1 update of a symmetric matrix.
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Syntax

call ssyr( uplo, n, alpha, x, incx, a, lda )
call dsyr( uplo, n, alpha, x, incx, a, lda )
Description

The ?syr routines perform a matrix-vector operation defined as
a := alpha*x*x' + a,

where:

alpha is a real scalar

x is an n-element vector

a is an n by n symmetric matrix.
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Input Parameters

uplo

alpha

incx

lda

CHARACTER*1. Specifies whether the upper or lower triangular part of the
array a is to be referenced, as follows:

uplo value Part of Array a To Be Referenced

Uoru The upper triangular part of array a is to be
referenced.

Lorl The lower triangular part of array a is to be
referenced.

INTEGER. Specifies the order of the matrix a. The value of n must be at least
zero.

REAL for ssyr
DOUBLE PRECISION for dsyr

Specifies the scalar alpha.

REAL for ssyr
DOUBLE PRECISION for dsyr

Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element vector x.

INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

REAL for ssyr
DOUBLE PRECISION for dsyr

Array, DIMENSION (lda, n). Before entry with

uplo='U" or 'u’', the leading n by n upper triangular part of the array a must
contain the upper triangular part of the symmetric matrix and the strictly lower
triangular part of a is not referenced.

Before entry with uplo = 'L' or '1', the leading n by n lower triangular part
of the array a must contain the lower triangular part of the symmetric matrix
and the strictly upper triangular part of a is not referenced.

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least max (1, n).
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Output Parameters

a

With uplo= 'U' or 'u', the upper triangular part of the array a is overwritten
by the upper triangular part of the updated matrix.

With uplo= 'L' or '1', the lower triangular part of the array a is overwritten
by the lower triangular part of the updated matrix.

?syr2

Performs a rank-2 update of symmetric matrix.

Syntax

call ssyr2( uplo, n, alpha, x, incx, y, incy, a, lda )

call dsyr2( uplo, n, alpha, x, incx, y, incy, a, lda )

Description

The ?syr2 routines perform a matrix-vector operation defined as

a

:= alpha*x*y' + alpha*y*x' + a,

where:

alpha is a scalar

x and y are n-element vectors

a is an n by n symmetric matrix.

Input Parameters

uplo CHARACTER*1. Specifies whether the upper or lower triangular part of the
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array a is to be referenced, as follows:

uplo value Part of Array a To Be Referenced

Uoru The upper triangular part of array a is to be
referenced.

Lorl The lower triangular part of array a is to be
referenced.
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alpha

incx

incy

lda

INTEGER. Specifies the order of the matrix a. The value of n must be at least
Zero.

REAL for ssyr2
DOUBLE PRECISION for dsyr2

Specifies the scalar alpha.

REAL for ssyr2
DOUBLE PRECISION for dsyr2

Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element vector x.

INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

REAL for ssyr2
DOUBLE PRECISION for dsyr2

Array, DIMENSION at least (1 + (n - 1) *abs (incy) ). Before entry, the
incremented array y must contain the n-element vector y.

INTEGER. Specifies the increment for the elements of y. The value of incy
must not be zero.

REAL for ssyr2
DOUBLE PRECISION for dsyr2

Array, DIMENSION (lda, n). Before entry with

uplo='U" or 'u', the leading n by n upper triangular part of the array a
must contain the upper triangular part of the symmetric matrix and the strictly
lower triangular part of a is not referenced.

Before entry with uplo= 'L' or '1', the leading n by n lower triangular part
of the array a must contain the lower triangular part of the symmetric matrix
and the strictly upper triangular part of a is not referenced.

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least max (1, n) .
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Output Parameters

a With uplo= 'U' or 'u', the upper triangular part of the array a is overwritten
by the upper triangular part of the updated matrix.

With uplo= 'L' or '1', the lower triangular part of the array a is overwritten
by the lower triangular part of the updated matrix.

?tbmv

Computes a matrix-vector product
using a triangular band matrix.

Syntax

call stbmv uplo, trans, diag, n, k, a, lda, x, incx

( k )
call dtbmv ( uplo, trans, diag, n, k, a, lda, x, incx )
call ctbmv ( uplo, trans, diag, n, k, a, lda, x, incx )
call ztbmv ( uplo, trans, diag, n, k, a, lda, x, incx )

Description

The ?tbmv routines perform one of the matrix-vector operations defined as

X 1= a*x,0rx := a'*x,0rx := conjg(a') *x,

where:

x is an n-element vector

a is an n by n unit, or non-unit, upper or lower triangular band matrix, with (k + 1) diagonals.

Input Parameters

uplo CHARACTER* 1. Specifies whether the matrix is an upper or lower triangular
matrix, as follows:
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trans

diag

uplo value Matrix a
Uoru An upper triangular matrix.
Lorl A lower triangular matrix.

CHARACTER*1. Specifies the operation to be performed, as follows:

trans value Operation to be Performed
Norn X = a*x

Tort X 1= a'*x

corc x := conjg(a') *x

CHARACTER* 1. Specifies whether or not a is unit triangular, as follows:

diag value Matrix a
Uoru Matrix a is assumed to be unit triangular.
Norn Matrix a is not assumed to be unit triangular.

INTEGER. Specifies the order of the matrix a. The value of n must be at least
zero.

INTEGER. On entry with uplo = 'U' or 'u', k specifies the number of
super-diagonals of the matrix a. On entry with uplo= 'L' or '1', k specifies
the number of sub-diagonals of the matrix a. The value of k must satisfy 0 < k.

REAL for stbmv

DOUBLE PRECISION for dtbmv
COMPLEX for ctbmv

DOUBLE COMPLEX for ztbmv

Array, DIMENSION (lda, n). Before entry with
uplo = 'U' or 'u', the leading (k + 1) by n part of the array a must contain
the upper triangular band part of the matrix of coefficients, supplied
column-by-column, with the leading diagonal of the matrix in row (k + 1) of
the array, the first super-diagonal starting at position 2 in row k, and so on. The
top left k by k triangle of the array a is not referenced. The following program
segment transfers an upper triangular band matrix from conventional full
matrix storage to band storage:
do 20, j =1, n

m=%k + 1 - j
do 10, i = max(1l, j - k), j
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lda

incx

a(m + i, j) = matrix(i, 7J)
10 continue
20 continue

Before entry with uplo='L' or '1"', the leading

(k + 1) by n part of the array a must contain the lower triangular band part of
the matrix of coefficients, supplied column-by-column, with the leading
diagonal of the matrix in row1 of the array, the first sub-diagonal starting at
position 1 in row 2, and so on. The bottom right k by k triangle of the array a is
not referenced. The following program segment transfers a lower triangular
band matrix from conventional full matrix storage to band storage:

do 20, j =1, n

m=1-73

do 10, 1 = j, min(n, j + k)
a(m + 1, j) = matrix (i, 3J)

10 continue

20 continue

Note that when diag = 'U' or 'u', the elements of the array a corresponding
to the diagonal elements of the matrix are not referenced, but are assumed to be
unity.

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least (k + 1).

REAL for stbmv

DOUBLE PRECISION for dtbmv
COMPLEX for ctbmv

DOUBLE COMPLEX for ztbmv

Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element vector x.

INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

Output Parameters

X
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?tbsv

Solves a system of linear equations whose coefficients
are in a triangular band matrix.

Syntax

call stbsv ( uplo, trans, diag, n, k, a, lda, x, incx )
call dtbsv ( uplo, trans, diag, n, k, a, lda, x, incx )
call ctbsv ( uplo, trans, diag, n, k, a, lda, x, incx )
call ztbsv ( uplo, trans, diag, n, k, a, lda, x, incx )

Description

The ?tbsv routines solve one of the following systems of equations:

a*x = b,ora'*x = b,0r conjg(a')*x = b,

where:

b and x are n-element vectors

a is an n by n unit, or non-unit, upper or lower triangular band matrix, with (k + 1) diagonals.

The routine does not test for singularity or near-singularity. Such tests must be performed before
calling this routine.
Input Parameters

uplo CHARACTER* 1. Specifies whether the matrix is an upper or lower triangular
matrix, as follows:

uplo value Matrix a
Uuoru An upper triangular matrix.
Lorl A lower triangular matrix.
trans CHARACTER*1. Specifies the operation to be performed, as follows:
trans value Operation to be Performed
Norn a*x = b
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diag

trans value Operation to be Performed
Tort a'*x = b
Corc conjg(a')*x = b

CHARACTER*1. Specifies whether or not a is unit triangular, as follows:

diag value Matrix a
voru Matrix a is assumed to be unit triangular.
Norn Matrix a is not assumed to be unit triangular.

INTEGER. Specifies the order of the matrix a. The value of n must be at least
Zero.

INTEGER. On entry with uplo = 'U' or 'u', k specifies the number of
super-diagonals of the matrix a. On entry with uplo= 'L' or '1', k specifies
the number of sub-diagonals of the matrix a. The value of k must satisfy 0 < k.

REAL for stbsv

DOUBLE PRECISION for dtbsv
COMPLEX for ctbsv

DOUBLE COMPLEX for ztbsv

Array, DIMENSION (I1da, n).Before entry with

uplo='U"' or 'u', the leading (k + 1) by n part of the array a must contain
the upper triangular band part of the matrix of coefficients, supplied
column-by-column, with the leading diagonal of the matrix in row (k + 1) of
the array, the first super-diagonal starting at position 2 in row k, and so on. The
top left k by k triangle of the array a is not referenced.

The following program segment transfers an upper triangular band matrix from
conventional full matrix storage to band storage:

do 20, j =1, n

m=5k+ 1 -3

do 10, 1 = max (1, j - k), j
a(m + 1, j) = matrix (i, 3J)

10 continue
20 continue

Before entry with uplo='L' or '1"', the leading
(k + 1) by n part of the array a must contain the lower triangular band part of
the matrix of coefficients, supplied column-by-column, with the leading
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diagonal of the matrix in row 1 of the array, the first sub-diagonal starting at
position 1 in row 2, and so on. The bottom right k by k triangle of the array a is
not referenced.

The following program segment transfers a lower triangular band matrix from
conventional full matrix storage to band storage:

do 20, j =1, n
m=1 -7
do 10, 1 = j,
a(m + i, j) = matrix (i, J)
10 continue
20 continue

min(n, j + k)

When diag = 'U' or 'u', the elements of the array a corresponding to the
diagonal elements of the matrix are not referenced, but are assumed to be unity.

lda INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least (k + 1).

x REAL for stbsv
DOUBLE PRECISION for dtbsv
COMPLEX for ctbsv
DOUBLE COMPLEX for ztbsv

Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element right-hand side vector b.

incx INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.
Output Parameters

x Overwritten with the solution vector x.

?tpmv

Computes a matrix-vector product
using a triangular packed matrix.

Syntax

call stpmv ( uplo, trans, diag, n, ap, X, 1incx )

2-67



2 Intel® Math Kernel Library Reference Manual

call dtpmv (
call ctpmv

call ztpmv (

Description

uplo, trans, diag, n, ap, X, incx )
( uplo, trans, diag, n, ap, X, incx )
uplo, trans, diag, n, ap, x, incx )

The ?tpmv routines perform one of the matrix-vector operations defined as

X 1= a*x,0rx

where:

r= a'*x, 0rx :=

conjg(a') *x,

x 18 an n-element vector

a is an n by n unit, or non-unit, upper or lower triangular matrix, supplied in packed form.

Input Parameters

uplo

trans

diag
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CHARACTER*1. Specifies whether the matrix a is an upper or lower triangular
matrix, as follows:

uplo value Matrix a
Uoru An upper triangular matrix.
Lorl A lower triangular matrix.

CHARACTER*1. Specifies the operation to be performed, as follows:

trans value Operation To Be Performed

Norn X = ar*x
Tort X = a'*x
corc x := conjg(a') *x

CHARACTER*1. Specifies whether or not a is unit triangular, as follows:

diag value Matrix a
Uoru Matrix a is assumed to be unit triangular.
Norn Matrix a is not assumed to be unit triangular.

INTEGER. Specifies the order of the matrix a. The value of n must be at least
zero.
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ap

incx

REAL for stpmv

DOUBLE PRECISION for dtpmv
COMPLEX for ctpmv

DOUBLE COMPLEX for ztpmv

Array, DIMENSION at least ( (n* (n+ 1)) /2). Before entry with uplo = 'U"
or 'u', the array ap must contain the upper triangular matrix packed
sequentially, column-by-column, so that ap (1) contains a (1,1), ap(2) and
ap(3) contain a(1,2) and a (2, 2) respectively, and so on. Before entry with
uplo='L" or '1', the array ap must contain the lower triangular matrix
packed sequentially, column-by-column, so that ap (1) contains a(1,1),
ap(2) and ap(3) contain a(2,1) and a (3, 1) respectively, and so on. When
diag= 'U' or 'u', the diagonal elements of a are not referenced, but are
assumed to be unity.

REAL for stpmv

DOUBLE PRECISION for dtpmv
COMPLEX for ctpmv

DOUBLE COMPLEX for ztpmv

Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element vector x.

INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

Output Parameters

X

Overwritten with the transformed vector x.

?tpsv

Solves a system of linear equations whose coefficients
are in a triangular packed matrix.

Syntax

call stpsv
call dtpsv
call ctpsv
call ztpsv

—~ o~~~

uplo, trans, diag, n, ap, x, incx
uplo, trans, diag, n, ap, X, incx

uplo, trans, diag, n, ap, x, incx

—_— — — o~

uplo, trans, diag, n, ap, x, incx
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Description

The ?tpsv routines solve one of the following systems of equations

a*x = b,0ora'*x

where:

= b,orconjg(a')*x = b,

b and x are n-element vectors

a is an n by n unit,

This routine does n
calling this routine.

or non-unit, upper or lower triangular matrix, supplied in packed form.

ot test for singularity or near-singularity. Such tests must be performed before

Input Parameters

uplo

trans

diag
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CHARACTER*1. Specifies whether the matrix a is an upper or lower triangular
matrix, as follows:

uplo value Matrix a
voru An upper triangular matrix.
Lorl A lower triangular matrix.

CHARACTER*1. Specifies the operation to be performed, as follows:

trans value Operation To Be Performed
Norn a*x = b

Tort a'*x = b

Corc conjg(a')*x = b

CHARACTER*1. Specifies whether or not a is unit triangular, as follows:

diag value Matrix a
Uoru Matrix a is assumed to be unit triangular.
Norn Matrix a is not assumed to be unit triangular.

INTEGER. Specifies the order of the matrix a. The value of n must be at least
zZero.
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ap

incx

REAL for stpsv

DOUBLE PRECISION for dtpsv
COMPLEX for ctpsv

DOUBLE COMPLEX for ztpsv

Array, DIMENSION at least ( (n* (n+ 1)) /2). Before entry with uplo = 'U"
or 'u', the array ap must contain the upper triangular matrix packed
sequentially, column-by-column, so that ap (1) contains a(1, 1), ap(2) and
ap(3) contain a (1, 2) and a (2, 2) respectively, and so on. Before entry
with uplo="L' or '1', the array ap must contain the lower triangular matrix
packed sequentially, column-by-column, so that ap (1) contains a(1, 1),
ap(2) and ap(3) contain a (2, 1) and a (3, 1) respectively, and so on. When
diag= 'U' or 'u', the diagonal elements of a are not referenced, but are
assumed to be unity.

REAL for stpsv

DOUBLE PRECISION for dtpsv
COMPLEX for ctpsv

DOUBLE COMPLEX for ztpsv

Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element right-hand side vector b.

INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

Output Parameters

X

Overwritten with the solution vector x.

?2trmv

Computes a matrix-vector product

using a triangular matrix.

Syntax

call strmv
call dtrmv
call ctrmv

call ztrmv

—~ o~~~

uplo, trans, diag, n, a, lda, x, incx )
uplo, trans, diag, n, a, lda, x, incx )
uplo, trans, diag, n, a, lda, x, incx )

uplo, trans, diag, n, a, lda, x, incx )
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Description

The ?trmv routines perform one of the following matrix-vector operations defined as
X := a*x0rx := a'*x Oorx := conjg(a') *x,

where:

x 18 an n-element vector

a is an n by n unit, or non-unit, upper or lower triangular matrix.

Input Parameters

uplo CHARACTER*1. Specifies whether the matrix a is an upper or lower triangular
matrix, as follows:

uplo value Matrix a
Uoru An upper triangular matrix.
Lorl A lower triangular matrix.
trans CHARACTER*1. Specifies the operation to be performed, as follows:
trans value Operation To Be Performed
Norn X = a*x
Tort X 1= a'*x
Corc X := conjg(a')*x
diag CHARACTER*1. Specifies whether or not a is unit triangular, as follows:
diag value Matrix a
Uoru Matrix a is assumed to be unit triangular.
Norn Matrix a is not assumed to be unit triangular.
n INTEGER. Specifies the order of the matrix a. The value of n must be at least
ZEero.
a REAL for strmv

DOUBLE PRECISION for dtrmv
COMPLEX for ctrmv
DOUBLE COMPLEX for ztrmv
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Array, DIMENSION (Ida, n). Before entry with

uplo='U"' or 'u', the leading n by n upper triangular part of the array a must
contain the upper triangular matrix and the strictly lower triangular part of a is
not referenced. Before entry with uplo= 'L or '1', the leading n by n lower
triangular part of the array a must contain the lower triangular matrix and the
strictly upper triangular part of a is not referenced. When

diag= 'U' or 'u', the diagonal elements of a are not referenced either, but
are assumed to be unity.

lda INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least max (1, n).

x REAL for strmv
DOUBLE PRECISION for dtrmv
COMPLEX for ctrmv
DOUBLE COMPLEX for ztrmv

Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element vector x.

incx INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.
Output Parameters

x Overwritten with the transformed vector x.

?trsv

Solves a system of linear equations whose coefficients
are in a triangular matrix.

Syntax

call strsv ( uplo, trans, diag, n, a, lda, x, incx )
call dtrsv ( uplo, trans, diag, n, a, lda, x, incx )
call ctrsv ( uplo, trans, diag, n, a, lda, x, incx )

call ztrsv ( uplo, trans, diag, n, a, lda, x, incx )
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Description

The?trsv routines solve one of the systems of equations:

a*x = bora'*x = b,0rconjg(a')*x = b,

where:

b and x are n-element vectors

a is an n by n unit, or non-unit, upper or lower triangular matrix.

The routine does not test for singularity or near-singularity. Such tests must be performed before
calling this routine.

Input Parameters

uplo CHARACTER*1. Specifies whether the matrix is an upper or lower triangular
matrix, as follows:

uplo value Matrix a
voru An upper triangular matrix.
Lorl A lower triangular matrix.
trans CHARACTER*1. Specifies the operation to be performed, as follows:
trans value Operation To Be Performed
Norn a*x = b
Tort a'*x = b
Corc conjg(a')*x = b
diag CHARACTER*1. Specifies whether or not a is unit triangular, as follows:
diag value Matrix a
Uoru Matrix a is assumed to be unit triangular.
Norn Matrix a is not assumed to be unit triangular.
n INTEGER. Specifies the order of the matrix a. The value of n must be at least
Zero.
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a REAL for strsv
DOUBLE PRECISION for dtrsv
COMPLEX for ctrsv
DOUBLE COMPLEX for ztrsv

Array, DIMENSION (lda, n). Before entry with

uplo='U"' or 'u’', the leading n by n upper triangular part of the array a must
contain the upper triangular matrix and the strictly lower triangular part of a is
not referenced. Before entry with uplo= 'L or '1', the leading n by n lower
triangular part of the array a must contain the lower triangular matrix and the
strictly upper triangular part of a is not referenced. When diag= 'U' or 'u’',
the diagonal elements of a are not referenced either, but are assumed to be
unity.

lda INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. The value of 1da must be at least max (1, n).

x REAL for strsv
DOUBLE PRECISION for dtrsv
COMPLEX for ctrsv
DOUBLE COMPLEX for ztrsv

Array, DIMENSION at least (1 + (n - 1) *abs (incx) ). Before entry, the
incremented array x must contain the n-element right-hand side vector b.

incx INTEGER. Specifies the increment for the elements of x. The value of incx
must not be zero.

Output Parameters

b Overwritten with the solution vector x.
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BLAS Level 3 Routines

BLAS Level 3 routines perform matrix-matrix operations. Table 2-3 lists the BLAS Level 3

routine groups and the data types associated with them.

Table 2-3 BLAS Level 3 Routine Groups and Their Data Types
Routine Data
Group Types Description
?gemm s,d,cz Matrix-matrix product of general matrices
?hemm c z Matrix-matrix product of Hermitian matrices
?herk c z Rank-k update of Hermitian matrices
?her2k c, z Rank-2k update of Hermitian matrices
?symm s,d,cz Matrix-matrix product of symmetric matrices
?syrk s,d,c z Rank-k update of symmetric matrices
?syr2k s, d,c,z Rank-2k update of symmetric matrices
?trmm s,d, ¢z Matrix-matrix product of triangular matrices
?trsm s,d,c z Linear matrix-matrix solution for triangular

matrices

Symmetric Multiprocessing Version of Intel® MKL
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Many applications spend considerable time for executing BLAS level 3 routines. This time can be
scaled by the number of processors available on the system through using the symmetric
multiprocessing (SMP) feature built into the Intel MKL Library. The performance enhancements
based on the parallel use of the processors are available without any programming effort on your

part.

To enhance performance, the library uses the following methods:

®  The operation of BLAS level 3 matrix-matrix functions permits to restructure the code in a
way which increases the localization of data reference, enhances cache memory use, and

reduces the dependency on the memory bus.

*  Once the code has been effectively blocked as described above, one of the matrices is
distributed across the processors to be multiplied by the second matrix. Such distribution
ensures effective cache management which reduces the dependency on the memory bus

performance and brings good scaling results.
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?gemm

Computes a scalar-matrix-matrix product and adds the
result to a scalar-matrix product.

Syntax

call sgemm
call dgemm
call cgemm

call zgemm

Description

(
(
(
(

transa,
transa,
transa,

transa,

transb, m,
transb, m,
transb, m,

transb, m,

, alpha,
alpha,

~

alpha,

~

G

, alpha,

lda,
lda,
lda,
lda,

o o o o

~

N

~

1db,
1db,
1db,
1db,

beta,
beta,
beta,
beta,

The ?gemm routines perform a matrix-matrix operation with general matrices. The operation is

defined as

c := alpha*op (a) *op (b)

where:

op (x) isone of op (x) =

X Or op (x)

alpha and beta are scalars

a, b and c are matrices:

op (a) is an mby k matrix

op (b) is a k by n matrix

c is an m by n matrix.

Input Parameters

transa

+ beta*c,

= X' Or op (x)

conjg(x'),

CHARACTER*1. Specifies the form of op (a) to be used in the matrix

multiplication as follows:

transa value

Norn
Tort

Corc

Form of op (a)

op(a) = a
op(a) = a'
op(a) = conjg(a'")
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transb

alpha

lda

CHARACTER*1. Specifies the form of op (b) to be used in the matrix
multiplication as follows:

transb value Form of op (b)

Norn op(b) = b

Tort op(b) = b'

Corc op(b) = conjg(b")

INTEGER. Specifies the number of rows of the matrix op (a) and of the matrix
c. The value of m must be at least zero.

INTEGER. Specifies the number of columns of the matrix op (b) and the
number of columns of the matrix c. The value of n must be at least zero.

INTEGER. Specifies the number of columns of the matrix op (a) and the
number of rows of the matrix op (b) . The value of k must be at least zero.

REAL for sgemm

DOUBLE PRECISION for dgemm
COMPLEX for cgemm

DOUBLE COMPLEX for zgemm

Specifies the scalar alpha.

REAL for sgemm

DOUBLE PRECISION for dgemm
COMPLEX for cgemm

DOUBLE COMPLEX for zgemm

Array, DIMENSION (lda, ka), where ka is k when transa = 'N' or 'n"',
and is m otherwise. Before entry with transa = 'N' or 'n', the leading mby k
part of the array a must contain the matrix a, otherwise the leading k by m part
of the array a must contain the matrix a.

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. When transa = 'N' or 'n', then 1da must be at least max (1,
m) , otherwise 1da must be at least max (1, k).

REAL for sgemm

DOUBLE PRECISION for dgemm
COMPLEX for cgemm

DOUBLE COMPLEX for zgemm
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Array, DIMENSION (1db, kb), where kb is n when transb = 'N' or 'n"',
and is k otherwise. Before entry with transb = 'N' or 'n"', the leading k by n
part of the array b must contain the matrix b, otherwise the leading n by k part
of the array b must contain the matrix b.

1db INTEGER. Specifies the first dimension of b as declared in the calling
(sub)program. When transb= 'N' or 'n', then 1db must be at least max (1,
k), otherwise 1db must be at least max (1, n).

beta REAL for sgemm
DOUBLE PRECISION for dgemm
COMPLEX for cgemm
DOUBLE COMPLEX for zgemm

Specifies the scalar beta. When beta is supplied as zero, then ¢ need not be
set on input.

c REAL for sgemm
DOUBLE PRECISION for dgemm
COMPLEX for cgemm
DOUBLE COMPLEX for zgemm

Array, DIMENSION (1dc, n).Before entry, the leading m by n part of the array
c must contain the matrix c, except when beta is zero, in which case c need
not be set on entry.

ldc INTEGER. Specifies the first dimension of c as declared in the calling
(sub)program. The value of 1dc must be at least max (1, m).
Output Parameters

c Overwritten by the m by n matrix (alpha*op (a) *op (b) + beta*c).

?hemm

Computes a scalar-matrix-matrix product (either one of
the matrices is Hermitian) and adds the result to
scalar-matrix product.

Syntax
call chemm ( side, uplo, m, n, alpha, a, lda, b, 1db, beta, c, 1ldc )
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call zhemm ( side, uplo, m, n, alpha, a, lda, b, 1ldb, beta, c, 1ldc )

Description

The ?hemm routines perform a matrix-matrix operation using Hermitian matrices. The operation is
defined as

c := alpha*a*b + beta*c

or

c := alpha*b*a + beta*c,
where:

alpha and beta are scalars

a is an Hermitian matrix

b and c are m by n matrices.

Input Parameters

side CHARACTER*1. Specifies whether the Hermitian matrix a appears on the left or
right in the operation as follows:

side value Operation To Be Performed
Lorl ¢ := alpha*a*b + beta*c
Rorr c := alpha*b*a + beta*c

uplo CHARACTER*1. Specifies whether the upper or lower triangular part of the
Hermitian matrix a is to be referenced as follows:

uplo value Part of Matrix a To Be Referenced

Uuoru Only the upper triangular part of the Hermitian
matrix is to be referenced.

Lorl Only the lower triangular part of the Hermitian
matrix is to be referenced.

m INTEGER. Specifies the number of rows of the matrix c. The value of m must
be at least zero.

n INTEGER. Specifies the number of columns of the matrix c. The value of n
must be at least zero.
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alpha

1da

1db

COMPLEX for chemm
DOUBLE COMPLEX for zhemm

Specifies the scalar alpha.

COMPLEX for chemm
DOUBLE COMPLEX for zhemm

Array, DIMENSION (lda, ka), where ka is mwhen side="'L' or '1' and is
n otherwise. Before entry with side = 'L or '1', the mby m part of the array
a must contain the Hermitian matrix, such that when

uplo='U"' or 'u’', the leading m by mupper triangular part of the array a must
contain the upper triangular part of the Hermitian matrix and the strictly lower
triangular part of a is not referenced, and when uplo='L' or '1', the leading
m by m lower triangular part of the array a must contain the lower triangular
part of the Hermitian matrix, and the strictly upper triangular part of a is not
referenced. Before entry with side = 'R' or 'r', the n by n part of the array a
must contain the Hermitian matrix, such that when uplo = 'U' or 'u’, the
leading n by n upper triangular part of the array a must contain the upper
triangular part of the Hermitian matrix and the strictly lower triangular part of
a is not referenced, and when uplo= 'L’ or '1', the leading n by n lower
triangular part of the array a must contain the lower triangular part of the
Hermitian matrix, and the strictly upper triangular part of a is not referenced.
The imaginary parts of the diagonal elements need not be set, they are assumed
to be zero.

INTEGER. Specifies the first dimension of a as declared in the calling (sub)
program. When side = 'L' or '1' then 1da must be at least max (1, m),
otherwise 1da must be at least max (1, n).

COMPLEX for chemm
DOUBLE COMPLEX for zhemm

Array, DIMENSION (1db, n).Before entry, the leading m by n part of the array
b must contain the matrix b.

INTEGER. Specifies the first dimension of b as declared in the calling
(sub)program. The value of 1db must be at least max (1, m).
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beta COMPLEX for chemm
DOUBLE COMPLEX for zhemm

Specifies the scalar beta. When beta is supplied as zero, then ¢ need not be
set on input.

c COMPLEX for chemm
DOUBLE COMPLEX for zhemm

Array, DIMENSION (c, n).Before entry, the leading m by n part of the array c
must contain the matrix c, except when beta is zero, in which case c need not
be set on entry.

ldc INTEGER. Specifies the first dimension of ¢ as declared in the calling
(sub)program. The value of 1dc must be at least max (1, m) .
Output Parameters

c Overwritten by the m by n updated matrix.

?herk

Performs a rank-n update of a Hermitian matrix.

2-82

Syntax
call cherk ( uplo, trans, n, k, alpha, a, lda, beta, c, 1ldc )
call zherk ( uplo, trans, n, k, alpha, a, lda, beta, c, 1dc )

Description

The ?herk routines perform a matrix-matrix operation using Hermitian matrices. The operation is
defined as

c := alpha*a*conjg(a') + beta*c,
or

c := alpha*conjg(a')*a + beta*c,
where:

alpha and beta are real scalars

c is an n by n Hermitian matrix
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a is an n by k matrix in the first case and a k by n matrix in the second case.

Input Parameters

uplo CHARACTER* 1. Specifies whether the upper or lower triangular part of the
array c is to be referenced as follows:

uplo value Part of Array c To Be Referenced
Uoru Only the upper triangular part of Cis to be
referenced.
Lorl Only the lower triangular part of Cis to be
referenced.
trans CHARACTER*1. Specifies the operation to be performed as follows:
trans value Operation to be Performed
Norn c:= alpha*a*conjg(a') +beta*c
Corc c:= alpha*conjg(a') *a+beta*c
n INTEGER. Specifies the order of the matrix c. The value of n must be at least
Z€r0.
k INTEGER. With trans = 'N' or 'n', k specifies the number of columns of the

matrix a, and with
trans="'C' or 'c', k specifies the number of rows of the matrix a. The value
of k must be at least zero.

alpha REAL for cherk
DOUBLE PRECISION for zherk

Specifies the scalar alpha.

a COMPLEX for cherk
DOUBLE COMPLEX for zherk

Array, DIMENSION (1da, ka), where ka is k when trans = 'N' or 'n', and
is n otherwise. Before entry with trans = 'N' or 'n', the leading n by k part
of the array a must contain the matrix a, otherwise the leading k by n part of
the array a must contain the matrix a.

lda INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. When trans = 'N' or 'n', then 1da must be at least max (1,
n), otherwise 1da must be at least max (1, k).
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beta

ldc

REAL for cherk
DOUBLE PRECISION for zherk

Specifies the scalar beta.

COMPLEX for cherk
DOUBLE COMPLEX for zherk

Array, DIMENSION (ldc, n). Before entry with

uplo='U" or 'u', the leading n by n upper triangular part of the array ¢ must
contain the upper triangular part of the Hermitian matrix and the strictly lower
triangular part of c is not referenced.

Before entry with uplo = 'L' or '1', the leading n by n lower triangular part
of the array ¢ must contain the lower triangular part of the Hermitian matrix
and the strictly upper triangular part of c is not referenced.

The imaginary parts of the diagonal elements need not be set, they are assumed
to be zero.

INTEGER. Specifies the first dimension of ¢ as declared in the calling
(sub)program. The value of 1dc must be at least max (1, n).

Output Parameters

c With uplo= 'U' or 'u', the upper triangular part of the array c is overwritten
by the upper triangular part of the updated matrix.
With uplo= 'L' or '1', the lower triangular part of the array c is overwritten
by the lower triangular part of the updated matrix.
The imaginary parts of the diagonal elements are set to zero.
?her2k

Performs a rank-2k update of a Hermitian matrix.
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Syntax
call cher2k
call zher2k

(
(

uplo, trans, n, k, alpha, a, lda, b, 1db, beta, c, 1ldc )
uplo, trans, n, k, alpha, a, lda, b, 1db, beta, c, ldc )



BLAS and Sparse BLAS Routines 2

Description

The ?her2k routines perform a rank-2k matrix-matrix operation using Hermitian matrices. The
operation is defined as

c :=alpha*a*conjg(b') + conjg(alpha) *b*conjg(a') + beta*c,
or

c :=alpha*conjg(b')*a + conjg(alpha) *conjg(a') *b + beta*c,
where:

alpha is a scalar and beta is a real scalar

c is an n by n Hermitian matrix

aand b are n by k matrices in the first case and k by n matrices in the second case.

Input Parameters

uplo CHARACTER*1. Specifies whether the upper or lower triangular part of the
array c is to be referenced as follows:

uplo value Part of Array c To Be Referenced

Uoru Only the upper triangular part of Cis to be
referenced.

Lorl Only the lower triangular part of Cis to be
referenced.

trans CHARACTER*1. Specifies the operation to be performed as follows:
trans value Operation to be Performed
Norn c:=alpha*a*conjg(b')
+alpha*b*conjg(a') +beta*c
Corc c:=alpha*conjg(a') *b

+alpha*conjg(b') *a+beta*c

n INTEGER. Specifies the order of the matrix c. The value of n must be at least
zero.
k INTEGER. With trans = 'N' or 'n', k specifies the number of columns of the

matrix a, and with
trans="'C' or 'c', k specifies the number of rows of the matrix a. The value
of k must be at least zero.
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alpha

1da

beta

1db
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COMPLEX for cher2k
DOUBLE COMPLEX for zher2k

Specifies the scalar alpha.

COMPLEX for cher2k
DOUBLE COMPLEX for zher2k

Array, DIMENSION (1da, ka), where ka is k when trans = 'N' or 'n', and
is n otherwise. Before entry with trans = 'N' or 'n"', the leading n by k part
of the array a must contain the matrix a, otherwise the leading k by n part of
the array a must contain the matrix a.

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. When trans = 'N' or 'n', then 1da must be at least max (1,
n), otherwise 1da must be at least max (1, k).

REAL for cher2k
DOUBLE PRECISION for zher2k

Specifies the scalar beta.

COMPLEX for cher2k
DOUBLE COMPLEX for zher2k

Array, DIMENSION (1db, kb), where kb is k when trans = 'N' or 'n', and
is n otherwise. Before entry with trans = 'N' or 'n"', the leading n by k part
of the array b must contain the matrix b, otherwise the leading k by n part of
the array b must contain the matrix b.

INTEGER. Specifies the first dimension of b as declared in the calling
(sub)program. When trans = 'N' or 'n', then 1db must be at least max (1,
n), otherwise 1db must be at least max (1, k).

COMPLEX for cher2k
DOUBLE COMPLEX for zher2k

Array, DIMENSION (ldc, n). Before entry with

uplo='U"' or 'u’', the leading n by n upper triangular part of the array ¢ must
contain the upper triangular part of the Hermitian matrix and the strictly lower
triangular part of c is not referenced.

Before entry with uplo= 'L or '1', the leading n by n lower triangular part
of the array ¢ must contain the lower triangular part of the Hermitian matrix
and the strictly upper triangular part of c is not referenced.
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The imaginary parts of the diagonal elements need not be set, they are assumed
to be zero.

lde INTEGER. Specifies the first dimension of ¢ as declared in the calling
(sub)program. The value of 1dc must be at least max (1, n).
Output Parameters

c With uplo= 'U' or 'u', the upper triangular part of the array c is overwritten
by the upper triangular part of the updated matrix.

With uplo= 'L' or '1', the lower triangular part of the array c is overwritten
by the lower triangular part of the updated matrix.

The imaginary parts of the diagonal elements are set to zero.

?symm

Performs a scalar-matrix-matrix product (one matrix
operand is symmetric) and adds the result to a
scalar-matrix product.

Syntax

call ssymm ( side, uplo, m, n, alpha, a, lda, b, 1db, beta, c, 1ldc )
call dsymm ( side, uplo, m, n, alpha, a, lda, b, 1ldb, beta, c¢, 1ldc )
call csymm ( side, uplo, m, n, alpha, a, lda, b, 1ldb, beta, c, 1ldc )
call zsymm ( side, uplo, m, n, alpha, a, lda, b, 1ldb, beta, c, 1ldc )
Description

The ? symm routines perform a matrix-matrix operation using symmetric matrices. The operation is
defined as

c := alpha*a*b + beta*c,

or

c := alpha*b*a + beta*c,

where:

alpha and beta are scalars
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a is a symmetric matrix
b and c are m by n matrices.

Input Parameters

side CHARACTER*1. Specifies whether the symmetric matrix a appears on the left
or right in the operation as follows:

side value Operation to be Performed
Lorl ¢ := alpha*a*b + beta*c
Rorr c := alpha*b*a + beta*c

uplo CHARACTER*1. Specifies whether the upper or lower triangular part of the
symmetric matrix a is to be referenced as follows:

uplo value Part of Array a To Be Referenced

voru Only the upper triangular part of the symmetric
matrix is to be referenced.

Lorl Only the lower triangular part of the symmetric
matrix is to be referenced.

m INTEGER. Specifies the number of rows of the matrix c. The value of m must
be at least zero.

n INTEGER. Specifies the number of columns of the matrix c. The value of n
must be at least zero.

alpha REAL for ssymm
DOUBLE PRECISION for dsymm
COMPLEX for csymm
DOUBLE COMPLEX for zsymm

Specifies the scalar alpha.

a REAL for ssymm
DOUBLE PRECISION for dsymm
COMPLEX for csymm
DOUBLE COMPLEX for zsymm

Array, DIMENSION (1da, ka), where ka is mwhen side= 'L' or '1' and is
n otherwise. Before entry with side = 'L' or '1', the m by m part of the array
a must contain the symmetric matrix, such that when uplo= 'U' or 'u', the
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lda

1db

beta

leading m by m upper triangular part of the array a must contain the upper
triangular part of the symmetric matrix and the strictly lower triangular part of
a is not referenced, and when uplo = 'L' or '1', the leading m by m lower
triangular part of the array a must contain the lower triangular part of the
symmetric matrix and the strictly upper triangular part of a is not referenced.

Before entry with side = 'R' or 'r', the n by n part of the array a must
contain the symmetric matrix, such that when uplo = 'U' or 'u', the leading
n by nupper triangular part of the array a must contain the upper triangular
part of the symmetric matrix and the strictly lower triangular part of a is not
referenced, and when uplo= 'L' or '1', the leading n by n lower triangular
part of the array a must contain the lower triangular part of the symmetric
matrix and the strictly upper triangular part of a is not referenced.

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. When side = 'L' or '1' then 1da must be at least max (1, m),
otherwise 1da must be at least max (1, n).

REAL for ssymm

DOUBLE PRECISION for dsymm
COMPLEX for csymm

DOUBLE COMPLEX for zsymm

Array, DIMENSION (1db, n). Before entry, the leading m by n part of the array
b must contain the matrix b.

INTEGER. Specifies the first dimension of b as declared in the calling
(sub)program. The value of 1db must be at least max (1, m).

REAL for ssymm

DOUBLE PRECISION for dsymm
COMPLEX for csymm

DOUBLE COMPLEX for zsymm

Specifies the scalar beta. When beta is supplied as zero, then c need not be
set on input.

REAL for ssymm

DOUBLE PRECISION for dsymm
COMPLEX for csymm

DOUBLE COMPLEX for zsymm

Array, DIMENSION (Idc,n).Before entry, the leading m by n part of the
array ¢ must contain the matrix c, except when beta is zero, in which case ¢
need not be set on entry.
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ldc INTEGER. Specifies the first dimension of ¢ as declared in the calling
(sub)program. The value of 1dc must be at least max (1, m).

Output Parameters

c Overwritten by the m by n updated matrix.

?syrk

Performs a rank-n update of a symmetric matrix.
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Syntax
call ssyrk ( uplo, trans,

call dsyrk ( uplo, trans,

~

~

G

alpha,
alpha,
alpha,
alpha,

lda,
lda,
I1da,
lda,

beta,
beta,
beta,
beta,

ldc
ldc
Ildc
ldc

The ?syrk routines perform a matrix-matrix operation using symmetric matrices

call csyrk ( uplo, trans,
call zsyrk ( uplo, trans,
Description

defined as

c := alpha*a*a' + beta*c,
or

c := alpha*a'*a + beta*c,
where:

alpha and beta are scalars

c is an n by n symmetric matrix

a is an n by k matrix in the first case and a k by n matrix in the second case.

. The operation is
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Input Parameters

uplo CHARACTER*1. Specifies whether the upper or lower triangular part of the
array c is to be referenced as follows:

uplo value Part of Array c To Be Referenced
Uoru Only the upper triangular part of cis to be
referenced.
Lorl Only the lower triangular part of cis to be
referenced.
trans CHARACTER*1. Specifies the operation to be performed as follows:
trans value Operation to be Performed
Norn c:= alpha*a*a' + beta*c
Tort c:= alpha*a'*a + beta*c
Corc c:= alpha*a'*a + beta*c
n INTEGER. Specifies the order of the matrix c. The value of n must be at least
Z€T0.
k INTEGER. On entry with trans = 'N' or 'n', k specifies the number of

columns of the matrix a, and on entry with trans='T'or 't' or 'C' or 'c',
k specifies the number of rows of the matrix a. The value of k must be at least
Zero.

alpha REAL for ssyrk
DOUBLE PRECISION for dsyrk
COMPLEX for csyrk
DOUBLE COMPLEX for zsyrk

Specifies the scalar alpha.
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lda

beta

ldc

REAL for ssyrk

DOUBLE PRECISION for dsyrk
COMPLEX for csyrk

DOUBLE COMPLEX for zsyrk

Array, DIMENSION (lda, ka), where ka is k when trans = 'N' or 'n', and
is n otherwise. Before entry with trans = 'N' or 'n', the leading n by k part
of the array a must contain the matrix a, otherwise the leading k by n part of
the array a must contain the matrix a.

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. When trans = 'N' or 'n', then 1da must be at least
max (1, n), otherwise 1da must be at least max (1, k).

REAL for ssyrk

DOUBLE PRECISION for dsyrk
COMPLEX for csyrk

DOUBLE COMPLEX for zsyrk

Specifies the scalar beta.

REAL for ssyrk

DOUBLE PRECISION for dsyrk
COMPLEX for csyrk

DOUBLE COMPLEX for zsyrk

Array, DIMENSION (ldc, n). Before entry with

uplo='U"' or 'u', the leading n by n upper triangular part of the array c
must contain the upper triangular part of the symmetric matrix and the strictly
lower triangular part of ¢ is not referenced.

Before entry with uplo= 'L or '1', the leading n by n lower triangular part
of the array ¢ must contain the lower triangular part of the symmetric matrix
and the strictly upper triangular part of c is not referenced.

INTEGER. Specifies the first dimension of ¢ as declared in the calling
(sub)program. The value of 1dc must be at least max (1, n).

Output Parameters

(e}

With uplo= 'U' or 'u', the upper triangular part of the array c is overwritten
by the upper triangular part of the updated matrix.

With uplo= 'L' or '1', the lower triangular part of the array c is overwritten
by the lower triangular part of the updated matrix.
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?syr2k

Performs a rank-2k update of a symmetric matrix.

Syntax

call ssyr2k
call dsyr2k
call csyr2k
call zsyr2k

Description

uplo,
uplo,
uplo,
uplo,

trans,
trans,
trans,

trans,

~

~

G

, 1db, beta, c, ldc )
1db, beta, c, 1ldc )
1db, beta, c, ldc )
, 1db, beta, c, ldc )

alpha, a, lda,
alpha, a, lda,

~

alpha, a, lda,

~

o o oo

alpha, a, lda,

The ?syr2k routines perform a rank-2k matrix-matrix operation using symmetric matrices. The
operation is defined as

c := alpha*a*Db'

or

(e}

where:

alpha and beta are scalars

c is an n by n symmetric matrix

+ alpha*b*a' + beta*c,

alpha*a'*b + alpha*b'*a + beta*c,

a and b are n by k matrices in the first case and k by n matrices in the second case.

Input Parameters

uplo

CHARACTER*1. Specifies whether the upper or lower triangular part of the
array c is to be referenced as follows:

uplo value

Uoru

Lorl

Part of Array c To Be Referenced

Only the upper triangular part of cis to be
referenced.

Only the lower triangular part of cis to be
referenced.
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trans

alpha

1da

CHARACTER*1. Specifies the operation to be performed as follows:

trans value Operation to be Performed

Norn c:= alpha*a*b'+alpha*b*a'+beta*c
Tort c:= alpha*a'*b+alpha*b'*a+beta*c
Corc c:= alpha*a'*b+alpha*b'*a+beta*c

INTEGER. Specifies the order of the matrix c. The value of n must be at least
Zero.

INTEGER. On entry with trans = 'N' or 'n', k specifies the number of
columns of the matrices a and b, and on entry with trans = '"T' or 't or
'C'or 'c', k specifies the number of rows of the matrices a and b. The value
of k must be at least zero.

REAL for ssyr2k

DOUBLE PRECISION for dsyr2k
COMPLEX for csyr2k

DOUBLE COMPLEX for zsyr2k

Specifies the scalar alpha.

REAL for ssyr2k

DOUBLE PRECISION for dsyr2k
COMPLEX for csyr2k

DOUBLE COMPLEX for zsyr2k

Array, DIMENSION (lda, ka), where ka is k when trans = 'N' or 'n', and
is n otherwise. Before entry with trans = 'N' or 'n"', the leading n by k part
of the array a must contain the matrix a, otherwise the leading k by n part of
the array a must contain the matrix a.

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. When trans = 'N' or 'n', then 1da must be at least
max (1, n), otherwise 1da must be at least max (1, k).

REAL for ssyr2k

DOUBLE PRECISION for dsyr2k
COMPLEX for csyr2k

DOUBLE COMPLEX for zsyr2k
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1db

beta

1dc

Array, DIMENSION (1db, kb) where kbis k when trans='N' or 'n' and
is 'n' otherwise. Before entry with trans = 'N' or 'n', the leading n by k
part of the array b must contain the matrix b, otherwise the leading k by n part
of the array b must contain the matrix b.

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. When trans = 'N' or 'n', then 1db must be at least
max (1, n), otherwise 1db must be at least max (1, k).

REAL for ssyr2k

DOUBLE PRECISION for dsyr2k
COMPLEX for csyr2k

DOUBLE COMPLEX for zsyr2k

Specifies the scalar beta.

REAL for ssyr2k

DOUBLE PRECISION for dsyr2k
COMPLEX for csyr2k

DOUBLE COMPLEX for zsyr2k

Array, DIMENSION (ldc, n). Before entry with

uplo = 'U"' or 'u', the leading n by n upper triangular part of the array c
must contain the upper triangular part of the symmetric matrix and the strictly
lower triangular part of ¢ is not referenced.

Before entry with uplo= 'L or '1', the leading n by n lower triangular part
of the array ¢ must contain the lower triangular part of the symmetric matrix
and the strictly upper triangular part of c is not referenced.

INTEGER. Specifies the first dimension of ¢ as declared in the calling
(sub)program. The value of 1dc must be at least max (1, n).

Output Parameters

C

With uplo= 'U' or 'u', the upper triangular part of the array c is overwritten
by the upper triangular part of the updated matrix.

With uplo= 'L' or '1', the lower triangular part of the array c is overwritten
by the lower triangular part of the updated matrix.
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2trmm

Computes a scalar-matrix-matrix product (one matrix

operand is triangular).

Syntax

call strmm
call dtrmm
call ctrmm

call ztrmm

Description

The ? t rmm routines perform a matrix-matrix operation using triangular matrices.

defined as

—~ o~ o~ o~

side, uplo, transa, diag,
side, uplo, transa, diag,
side, uplo, transa, diag,

side, uplo, transa, diag,

b := alpha*op(a)*b

or

b := alpha*b*op (a)

where:

alpha is a scalar

bis an m by n matrix

m, n, alpha,
m, n, alpha,
m, n, alpha,

m, n, alpha,

a is a unit, or non-unit, upper or lower triangular matrix

op(a) isone of op(a) =a orop(a) =a' orop(a) = conjg(a').

Input Parameters

side
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lda,
lda,
lda,
lda,

, 1db )
1db )
1db )
, 1db )

~

o oo U

The operation is

CHARACTER* 1. Specifies whether op (a) multiplies b from the left or right in

the operation as follows:

side value Operation To Be Performed
Lorl b :=
Rorr b :=

alpha*op (a) *b
alpha*b*op (a)
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uplo

transa

diag

alpha

CHARACTER*1. Specifies whether the matrix a is an upper or lower triangular
matrix as follows:

uplo value Matrix a
Uoru Matrix a is an upper triangular matrix.
Lorl Matrix a is a lower triangular matrix.

CHARACTER*1. Specifies the form of op (a) to be used in the matrix
multiplication as follows:

transa value Form of op (a)

Norn op(a) = a

Tort op(a) = a'

Corc op(a) = conjg(a')

CHARACTER*1. Specifies whether or not a is unit triangular as follows:

diag value Matrix a
Uoru Matrix a is assumed to be unit triangular.
Norn Matrix a is not assumed to be unit triangular.

INTEGER. Specifies the number of rows of b. The value of m must be at least
ZEero.

INTEGER. Specifies the number of columns of b. The value of n must be at
least zero.

REAL for strmm

DOUBLE PRECISION for dtrmm
COMPLEX for ctrmm

DOUBLE COMPLEX for ztrmm

Specifies the scalar alpha. When alpha is zero, then a is not referenced and b
need not be set before entry.

REAL for st rmm

DOUBLE PRECISION for dtrmm
COMPLEX for ctrmm

DOUBLE COMPLEX for ztrmm
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lda

1db

Array, DIMENSION (Ida, k), where k is m when

side="'L"'or '1' andis nwhen side = 'R' or 'r'. Before entry with uplo
= 'U' or 'u’', the leading

k by k upper triangular part of the array a must contain the upper triangular
matrix and the strictly lower triangular part of a is not referenced.

Before entry with uplo= 'L or '1', the leading k by k lower triangular part
of the array a must contain the lower triangular matrix and the strictly upper
triangular part of a is not referenced. When diag = 'U"' or 'u', the diagonal
elements of a are not referenced either, but are assumed to be unity.

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. When side = 'L' or '1', then 1da must be at least max (1,
m) , when side = 'R' or 'r', then 1da must be at least max (1, n).

REAL for strmm

DOUBLE PRECISION for dtrmm
COMPLEX for ctrmm

DOUBLE COMPLEX for ztrmm

Array, DIMENSION (1db, n). Before entry, the leading
m by n part of the array b must contain the matrix b.

INTEGER. Specifies the first dimension of b as declared in the calling
(sub)program. The value of 1db must be at least max (1, m).

Output Parameters

b Overwritten by the transformed matrix.
?trsm
Solves a matrix equation (one matrix operand is
triangular).

Syntax
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call strsm
call dtrsm
call ctrsm

call ztrsm

side, uplo, transa, diag, m, n, alpha, a, lda, b, 1db )
side, uplo, transa, diag, m, n, alpha, a, lda, b, 1db )
side, uplo, transa, diag, m, n, alpha, a, lda, b, 1db )
side, uplo, transa, diag, m, n, alpha, a, lda, b, 1db )
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Description

The ?trsm routines solve one of the following matrix equations:

op(a)*x = alpha*b,

or

x*op(a) = alpha*b,

where:

alpha is a scalar

x and b are m by n matrices

a 1s a unit, or non-unit, upper or lower triangular matrix

op(a) isoneofop(a) = a orop(a) = a' or
op(a) = conjg(a').

The matrix x is overwritten on b.

Input Parameters

side CHARACTER*1. Specifies whether op (a) appears on the left or right of x for
the operation to be performed as follows:

side value Operation To Be Performed
Lorl op(a)*x = alpha*b
Rorr x*op(a) = alpha*b
uplo CHARACTER*1. Specifies whether the matrix a is an upper or lower triangular

matrix as follows:

uplo value Matrix a

Uuoru Matrix a is an upper triangular matrix.

Lorl Matrix a is a lower triangular matrix.
transa CHARACTER*1. Specifies the form of op (a) to be used in the matrix

multiplication as follows:

transa value Form of op (a)

Norn op(a) = a
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diag

alpha

lda

transa value Form of op (a)
Tort op(a) = a'
Corc op(a) = conjg(a')

CHARACTER*1. Specifies whether or not a is unit triangular as follows:

diag value Matrix a
vuoru Matrix a is assumed to be unit triangular.
Norn Matrix a is not assumed to be unit triangular.

INTEGER. Specifies the number of rows of b. The value of m must be at least
Zero.

INTEGER. Specifies the number of columns of b. The value of n must be at
least zero.

REAL for strsm

DOUBLE PRECISION for dtrsm
COMPLEX for ctrsm

DOUBLE COMPLEX for ztrsm

Specifies the scalar alpha. When alpha is zero, then a is not referenced and b
need not be set before entry.

REAL for strsm

DOUBLE PRECISION for dtrsm
COMPLEX for ctrsm

DOUBLE COMPLEX for ztrsm

Array, DIMENSION (lda, k), where k is m when

side="'L'or '1l' andis n when side = 'R' or 'r'. Before entry with uplo
= 'U' or 'u', the leading k by k upper triangular part of the array a must
contain the upper triangular matrix and the strictly lower triangular part of a is
not referenced.

Before entry with uplo = 'L' or '1', the leading k by k lower triangular part
of the array a must contain the lower triangular matrix and the strictly upper
triangular part of a is not referenced. When diag= 'U"' or 'u', the diagonal
elements of a are not referenced either, but are assumed to be unity.

INTEGER. Specifies the first dimension of a as declared in the calling
(sub)program. When side = 'L' or '1', then 1da must be at least max (1,
m) , when side = 'R' or 'r', then 1da must be at least max (1, n).
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b REAL for strsm
DOUBLE PRECISION for dtrsm
COMPLEX for ctrsm
DOUBLE COMPLEX for ztrsm

Array, DIMENSION (1db, n).Before entry, the leading m by n part of the array
b must contain the right-hand side matrix b.

1db INTEGER. Specifies the first dimension of b as declared in the calling
(sub)program. The value of 1db must be at least max (1, m).

Output Parameters

b Overwritten by the solution matrix x.
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Sparse BLAS Routines and Functions

This section describes Sparse BLAS, an extension of BLAS Level 1 included in Intel® Math
Kernel Library beginning with Intel MKL release 2.1. Sparse BLAS is a group of routines and
functions that perform a number of common vector operations on sparse vectors stored in
compressed form.

Sparse vectors are those in which the majority of elements are zeros. Sparse BLAS routines and
functions are specially implemented to take advantage of vector sparsity. This allows you to
achieve large savings in computer time and memory. If nz is the number of non-zero vector
elements, the computer time taken by Sparse BLAS operations will be O(niz).

Vector Arguments in Sparse BLAS

Compressed sparse vectors. Let a be a vector stored in an array, and assume that the only
non-zero elements of a are the following:

alky),alky),alky) ...alky,),
where nz is the total number of non-zero elements in a.

In Sparse BLAS, this vector can be represented in compressed form by two FORTRAN arrays, x
(values) and indx (indices). Each array has nz elements:

x(1)=a(k,), x(2)=a(k,), ...x(nz)=a(k,,),

indx (1) =k;, indx(2) =k,, ... indx(nz) =k

—nz:

Thus, a sparse vector is fully determined by the triple (nz, x, indx). If you pass a negative or zero
value of nz to Sparse BLAS, the subroutines do not modify any arrays or variables.

Full-storage vectors. Sparse BLAS routines can also use a vector argument fully stored in a
single FORTRAN array (a full-storage vector). If y is a full-storage vector, its elements must be
stored contiguously: the first element in y (1), the second in y (2), and so on. This corresponds to
an increment incy =1 in BLAS Level 1. No increment value for full-storage vectors is passed as
an argument to Sparse BLAS routines or functions.

Naming Conventions in Sparse BLAS

Similar to BLAS, the names of Sparse BLAS subprograms have prefixes that determine the data
type involved: s and d for single- and double- precision real; ¢ and z for single- and
double-precision complex.
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If a Sparse BLAS routine is an extension of a “dense” one, the subprogram name is formed by
appending the suffix i (standing for indexed) to the name of the corresponding “dense”
subprogram. For example, the Sparse BLAS routine saxpyi corresponds to the BLAS routine
saxpy, and the Sparse BLAS function cdotci corresponds to the BLAS function cdotc.

Routines and Data Types in Sparse BLAS

Routines and data types supported in the Intel MKL implementation of Sparse BLAS are listed in

Table 2-4.

Table 2-4 Sparse BLAS Routines and Their Data Types

Routine/
Function

?axpyi
?doti

?dotci
?dotui

?gthr

?gthrz

?roti

?sctr

Data
Types

s,d,c,z
s, d
(4
(W4

s,d,c,z

s,d,c, z

s, d

s,d,c, z

Description

Scalar-vector product plus vector (routines)
Dot product (functions)

Complex dot product conjugated (functions)
Complex dot product unconjugated (functions)

Gathering a full-storage sparse vector into
compressed form: nz, x, indx (routines)

Gathering a full-storage sparse vector into
compressed form and assigning zeros to
gathered elements in the full-storage vector
(routines)

Givens rotation (routines)

Scattering a vector from compressed form to
full-storage form (routines)
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BLAS Routines That Can Work With Sparse Vectors

The following BLAS Level 1 routines will give correct results when you pass to them a
compressed-form array x (with the increment incx = 1):
sum of absolute values of vector elements
copying a vector
Euclidean norm of a vector
scaling a vector
i?amax index of the element with the largest absolute value or,
for complex flavors, the largest sum [Rex (1) |+ [Imx (1) |.
i?amin index of the element with the smallest absolute value or,
for complex flavors, the smallest sum |[Rex (1) | + |Imx (1) .
The result i returned by i?amax and i ?amin should be interpreted as index in the
compressed-form array, so that the largest (smallest) value is x (1) ; the corresponding index in

?asum
?copy
?nrm2
?scal

full-storage array is indx (1) .

You can also call 2rotg to compute the parameters of Givens rotation and then pass these
parameters to the Sparse BLAS routines ?roti.

?axpyi

Adds a scalar multiple of compressed sparse vector to a
full-storage vector.
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Syntax

call saxpyi
call daxpyi
call caxpyi

call zaxpyi

Description

The ?axpyi routines perform a vector-vector operation defined as

y = a*x + y
where:

a is a scalar

nz,
nz,
nz,

nz,

indx,
indx,
indx,

indx,
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(nz, x, indx) is a sparse vector stored in compressed form
v is a vector in full storage form.

The ?axpyi routines reference or modify only the elements of y whose indices are listed in the
array indx. The values in indx must be distinct.

Input Parameters

nz INTEGER. The number of elements in x and indx.

a REAL for saxpyi
DOUBLE PRECISION for daxpyi
COMPLEX for caxpyi
DOUBLE COMPLEX for zaxpyi

Specifies the scalar a.

x REAL for saxpyi
DOUBLE PRECISION for daxpyi
COMPLEX for caxpyi
DOUBLE COMPLEX for zaxpyi
Array, DIMENSION at least nz.

indx INTEGER. Specifies the indices for the elements of x.
Array, DIMENSION at least nz.

v REAL for saxpyi
DOUBLE PRECISION for daxpyi
COMPLEX for caxpyi
DOUBLE COMPLEX for zaxpyi

Array, DIMENSION at least max; (indx(1)).

Output Parameters

v Contains the updated vector y
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?doti

Computes the dot product of a compressed sparse real
vector by a full-storage real vector.

Syntax

res = sdoti ( nz, x, indx, y )
res = ddoti ( nz, x, indx, y )
Description

The ?doti functions return the dot product of x and y defined as

x(1)*y(indx (1)) + x(2)*y(indx(2)) +..

.+ xX(nz) *y(indx(nz))

where the triple (nz, x, 1ndx) defines a sparse real vector stored in compressed form, and y is a
real vector in full storage form. The functions reference only the elements of yy whose indices are
listed in the array indx. The values in indx must be distinct.

Input Parameters

nz INTEGER. The number of elements in x and indx.

x REAL for sdot i

DOUBLE PRECISION for ddoti
Array, DIMENSION at least nz.

indx INTEGER. Specifies the indices for the elements of x.
Array, DIMENSION at least nz.

y REAL for sdot i

DOUBLE PRECISION for ddoti
Array, DIMENSION at least max; (indx(1)).

Output Parameters

res REAL for sdoti

DOUBLE PRECISION for ddoti

Contains the dot product of x and y; if nz is positive. Otherwise, res contains

0.
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?dotci

Computes the conjugated dot product of a compressed
sparse complex vector with a full-storage complex

vector.

Syntax
res =

res =

Description

nz, x, indx, y )

( nz, x, indx, y )

The ?dotci functions return the dot product of x and y defined as

conjg(x(1l))*y(indx(1l)) + ... + conjg(x(nz))*y(indx(nz))

where the triple (nz, x, 1ndx) defines a sparse complex vector stored in compressed form, and y
is a real vector in full storage form. The functions reference only the elements of y whose indices
are listed in the array indx. The values in indx must be distinct.

Input Parameters

nz

X

indx

INTEGER. The number of elements in x and indx .

COMPLEX for cdotci
DOUBLE COMPLEX for zdotci
Array, DIMENSION at least nz.

INTEGER. Specifies the indices for the elements of x.
Array, DIMENSION at least nz.

COMPLEX for cdotci
DOUBLE COMPLEX for zdotci
Array, DIMENSION at least max; (indx(1)).

Output Parameters

res

COMPLEX for cdotci
DOUBLE COMPLEX for zdotci

Contains the conjugated dot product of x and y;
if nz is positive. Otherwise, res contains 0.
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?dotui

Computes the dot product of a compressed sparse
complex vector by a full-storage complex vector.
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Syntax
res = cdotui ( nz, x, indx, y )

res = zdotui ( nz, x, indx, y )

Description
The ?dotui functions return the dot product of x and y defined as
x(1)*y(indx (1)) + x(2)*y(indx(2)) +...+ x(nz) *y(indx(nz))

where the triple (nz, x, 1ndx) defines a sparse complex vector stored in compressed form, and y
is a real vector in full storage form. The functions reference only the elements of y whose indices
are listed in the array indx. The values in indx must be distinct.

Input Parameters
nz INTEGER. The number of elements in x and indx.

x COMPLEX for cdotui
DOUBLE COMPLEX for zdotui
Array, DIMENSION at least nz.

indx INTEGER. Specifies the indices for the elements of x.
Array, DIMENSION at least nz.

y COMPLEX for cdotui
DOUBLE COMPLEX for zdotui
Array, DIMENSION at least max; (indx(1)).

Output Parameters

res COMPLEX for cdotui
DOUBLE COMPLEX for zdotui
Contains the dot product of x and y; if nz is positive. Otherwise, res
contains 0.
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?gthr

Gathers a full-storage sparse vector’s elements into

compressed form.
Syntax
call sgthr ( nz, y, x, indx )
call dgthr ( nz, y, x, indx )
call cgthr ( nz, y, x, indx )
call zgthr ( nz, y, x, indx )
Description

The 2gthr routines gather the specified elements of a full-storage sparse vector y into
compressed form (nz, x, indx). The routines reference only the elements of y» whose indices are
listed in the array indx:

x(i) = y(indx(i)), fori=1,2,...nz.

Input Parameters

nz

indx

INTEGER. The number of elements of y to be gathered.

INTEGER. Specifies indices of elements to be gathered.
Array, DIMENSION at least nz.

REAL for sgthr

DOUBLE PRECISION for dgthr

COMPLEX for cgthr

DOUBLE COMPLEX for zgthr

Array, DIMENSION at least max; (indx(1)).

Output Parameters

X

REAL for sgthr

DOUBLE PRECISION for dgthr
COMPLEX for cgthr

DOUBLE COMPLEX for zgthr
Array, DIMENSION at least nz.

Contains the vector converted to the compressed form.
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?gthrz

Gathers a sparse vector’s elements into compressed form,

replacing them by zeros.
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Syntax

call sgthrz
call dgthrz
call cgthrz
call zgthrz

Description

—~ o~ o~ o~

nz, y, X, indx

)
nz, y, x, indx )
nz, y, x, indx )

)

nz, y, x, indx

The 2gthrz routines gather the elements with indices specified by the array indx from a
full-storage vector y into compressed form

(nz, x, indx) and overwrite the gathered elements of y by zeros.

Other elements of y are not referenced or modified (see also ?gthr).

Input Parameters

nz

indx

INTEGER. The number of elements of y to be gathered.

INTEGER. Specifies indices of elements to be gathered.Array, DIMENSION at
least nz.

REAL for sgthrz

DOUBLE PRECISION for dgthrz

COMPLEX for cgthrz

DOUBLE COMPLEX for zgthrz

Array, DIMENSION at least max; (indx (1) ).

Output Parameters

X

REAL for sgthrz

DOUBLE PRECISION for dgthrz

COMPLEX for cgthrz

DOUBLE COMPLEX for zgthrz

Array, DIMENSION at least nz.

Contains the vector converted to the compressed form.

The updated vector y.
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?roti

Applies Givens rotation to sparse vectors one of which is
in compressed form.

Syntax
call sroti ( nz, x, indx, y, ¢, S )

call droti ( nz, x, indx, y, c, s )

Description

The ?roti routines apply the Givens rotation to elements of two real vectors, x (in compressed
form nz, x, indx) and y (in full storage form):

x(1) = c*x(1) + s*y(indx(i))
y(indx(i)) = c*y(indx(i)) - s*x(1)

The routines reference only the elements of ¥ whose indices are listed in the array indx. The
values in indx must be distinct.

Input Parameters

nz INTEGER. The number of elements in x and indx.

x REAL for sroti
DOUBLE PRECISION for droti
Array, DIMENSION at least nz.

indx INTEGER. Specifies the indices for the elements of x.
Array, DIMENSION at least nz.

y REAL for sroti
DOUBLE PRECISION for droti
Array, DIMENSION at least max; (indx(1)).

c A scalar: REAL for sroti
DOUBLE PRECISION for droti.

s A scalar: REAL for sroti
DOUBLE PRECISION for droti.

Output Parameters

x and y The updated arrays.
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?sctr

Converts compressed sparse vectors into full storage

form.
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Syntax

call ssctr
call dsctr
call csctr

call zsctr

Description

—~ o~ o~ o~

nz,
nz,

nz,

indx,
indx,
indx,

indx,

The ?sctr routines scatter the elements of the compressed sparse vector (nz, x, indx) to a
full-storage vector y. The routines modify only the elements of y» whose indices are listed in the

array indx:
y(indx (1))

x (i), fori=1,2,...nz

Input Parameters

nz

indx

INTEGER. The number of elements of x to be scattered.

INTEGER. Specifies indices of elements to be scattered.Array, DIMENSION at
least nz.

REAL for ssctr

DOUBLE PRECISION for dsctr

COMPLEX for csctr

DOUBLE COMPLEX for zsctr

Array, DIMENSION at least nz.

Contains the vector to be converted to full-storage form.

Output Parameters

y

REAL for ssctr

DOUBLE PRECISION for dsctr

COMPLEX for csctr

DOUBLE COMPLEX for zsctr

Array, DIMENSION at least max; (indx(1)).
Contains the vector y with updated elements.



LAPACK Routines:
Linear Equations

This chapter describes the Intel® Math Kernel Library implementation of routines from the
LAPACK package that are used for solving systems of linear equations and performing a number
of related computational tasks. The library includes LAPACK routines for both real and complex
data.

Routines are supported for systems of equations with the following types of matrices:

® general

®*  banded

* symmetric or Hermitian positive-definite (both full and packed storage)
* symmetric or Hermitian positive-definite banded

* symmetric or Hermitian indefinite (both full and packed storage)

* symmetric or Hermitian indefinite banded

* triangular (both full and packed storage)

* triangular banded

® tridiagonal.

For each of the above matrix types, the library includes routines for performing the following
computations: factoring the matrix (except for triangular matrices); equilibrating the matrix;
solving a system of linear equations; estimating the condition number of a matrix; refining the
solution of linear equations and computing its error bounds; inverting the matrix.

To solve a particular problem, you can either call two or more computational routines or call a
corresponding driver routine that combines several tasks in one call, such as ?gesv for factoring
and solving. Thus, to solve a system of linear equations with a general matrix, you can first call
?getrf (LU factorization) and then ?getrs (computing the solution). Then, you might wish to
call ?gerfs to refine the solution and get the error bounds. Alternatively, you can just use the
driver routine ?gesvx which performs all these tasks in one call.

WARNING. LAPACK routines expect that input matrices do not contain
INF or NaN values. When input data is inappropriate for LAPACK, problems
may arise, including possible hangs.
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Routine Naming Conventions

For each routine introduced in this chapter, you can use the LAPACK name.

LAPACK names are listed in Table 3-1 and Table 3-2, and have the structure xyyzzz or
xyyzz, which is described below.

The initial letter x indicates the data type:

s real, single precision c complex, single precision
d real, double precision z complex, double precision

The second and third letters yy indicate the matrix type and storage scheme:
ge  general

gb  general band

gt  general tridiagonal

po  symmetric or Hermitian positive-definite

pp  symmetric or Hermitian positive-definite (packed storage)
pb  symmetric or Hermitian positive-definite band

pt  symmetric or Hermitian positive-definite tridiagonal

sy  symmetric indefinite

sp  symmetric indefinite (packed storage)

he  Hermitian indefinite

hp  Hermitian indefinite (packed storage)

tr  triangular

tp  triangular (packed storage)

tb  triangular band

For computational routines, the last three letters zzz indicate the computation performed:
trf form a triangular matrix factorization

trs solve the linear system with a factored matrix

con estimate the matrix condition number

rfs refine the solution and compute error bounds

tri compute the inverse matrix using the factorization

equ equilibrate a matrix.

For example, the routine sgetrf performs the triangular factorization of general real matrices in
single precision; the corresponding routine for complex matrices is cgetrf.

For driver routines, the names can end either with -sv (meaning a simple driver), or with -svx
(meaning an expert driver).



LAPACK Routines: Linear Equations 3

Matrix Storage Schemes

LAPACK routines use the following matrix storage schemes:

®  Full storage: a matrix 4 is stored in a two-dimensional array a, with the matrix element a;;
stored in the array element a (1, 7).

®  Packed storage scheme allows you to store symmetric, Hermitian, or triangular matrices more
compactly: the upper or lower triangle of the matrix is packed by columns in a
one-dimensional array.

®  Band storage: an m by n band matrix with k1 sub-diagonals and ku super-diagonals is stored
compactly in a two-dimensional array ab with k1+ku+1 rows and n columns. Columns of the
matrix are stored in the corresponding columns of the array, and diagonals of the matrix are
stored in rows of the array.

In Chapters 4 and 5, arrays that hold matrices in packed storage have names ending in p; arrays
with matrices in band storage have names ending in b.

13

For more information on matrix storage schemes, see “Matrix Arguments” in Appendix B.

Mathematical Notation

Descriptions of LAPACK routines use the following notation:

Ax=b
AX=B
x|
4|

[I¥[]o = max; [x;]
[l4]|o. = max; Ej |
4]l = maiji |a;;

y
K(A) = [JA]| [l47]

A system of linear equations with an n by n matrix 4 = {aij}, a
right-hand side vector b = {b;}, and an unknown vector x = {x;}.

A set of systems with a common matrix 4 and multiple right-hand sides.
The columns of B are individual right-hand sides, and the columns of X
are the corresponding solutions.

the vector with elements |x;| (absolute values of x;).
the matrix with elements |a;| (absolute values of a;)).
The infinity-norm of the vector x.

The infinity-norm of the matrix 4.

The one-norm of the matrix 4. [J4||; = |47]|.o = |47

The condition number of the matrix A.
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Error Analysis

34

In practice, most computations are performed with rounding errors. Besides, you often need to
solve a system Ax = b where the data (the elements of 4 and b) are not known exactly. Therefore,
it’s important to understand how the data errors and rounding errors can affect the solution x.

Data perturbations. If x is the exact solution of Ax = b, and x + dx is the exact solution of a
perturbed problem (4 + 8A4)x = (b + &b), then

M < K(A)(

13a] _ 85
E

I220)) where k(&) = [|a]|[la-!].
& ||b||)

In other words, relative errors in 4 or » may be amplified in the solution vector x by a factor k(4) =
l4]| ||[47Y)| called the condition number of A.

Rounding errors have the same effect as relative perturbations c(n)e in the original data. Here €
is the machine precision, and c(n) is a modest function of the matrix order n. The corresponding
solution error is

[[6xx]|/||x]| < c(n)x(A)e. (The value of c(n) is seldom greater than 10n.)

Thus, if your matrix 4 is ill-conditioned (that is, its condition number k(A) is very large), then the
error in the solution x is also large; you may even encounter a complete loss of precision.
LAPACK provides routines that allow you to estimate k(4) (see Routines for Estimating the
Condition Number) and also give you a more precise estimate for the actual solution error (see

Refining the Solution and Estimating Its Error).
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Computational Routines

Table 3-1 lists the LAPACK computational routines for factorizing, equilibrating, and inverting
real matrices, estimating their condition numbers, solving systems of equations with real matrices,
refining the solution, and estimating its error.

Table 3-2 lists similar routines for complex matrices.

Table 3-1 Computational Routines for Systems of Equations with Real Matrices
Matrix type, Factorize Equilibrat Solve Condition Estimate Invert
storage scheme matrix e matrix system number error matrix
general ?getrf ?geequ ?getrs ?gecon ?gerfs ?getri
general band ?gbtrf ?gbequ ?gbtrs  ?gbcon ?gbrfs
general ?gttrf ?gttrs  ?gtcon ?gtrfs
tridiagonal
symmetric ?potrf ?poequ ?potrs ?pocon ?porfs ?potri

positive-definite
symmetric ?pptrf ?ppequ ?pptrs ?ppcon ?pprfs ?pptri
positive-definite,
packed storage

symmetric ?pbtrf ?pbequ ?pbtrs ?pbcon ?pbrfs
positive-definite,

band

symmetric ?pttrf ?pttrs ?ptcon ?ptrfs
positive-definite,

tridiagonal

symmetric ?sytrf ?sytrs ?sycon ?syrfs ?sytri
indefinite

symmetric ?sptrf ?sptrs ?spcon ?sprfs ?sptri
indefinite,

packed storage

triangular ?trtrs ?trcon ?trrfs 2trtri
triangular, ?tptrs  ?tpcon ?tprfs ?tptri

packed storage

triangular band ?tbtrs  ?tbcon ?tbrfs

In this table ? denotes s (single precision) or d (double precision).
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Table 3-2 Computational Routines for Systems of Equations with Complex Matrices

Matrix type, Factorize Equilibrat Solve Condition Estimate Invert
storage scheme  matrix e matrix system number error matrix
general ?getrf ?geequ ?getrs ?gecon ?gerfs ?getri
general band ?gbtrf ?gbequ ?gbtrs  ?gbcon ?gbrfs

general ?gttrf ?gttrs  ?gtcon ?gtrfs

tridiagonal

Hermitian ?potrf ?poequ ?potrs  ?pocon ?porfs ?potri

positive-definite
Hermitian ?pptrf ?ppequ ?pptrs  ?ppcon ?pprfs ?pptri
positive-definite,
packed storage

Hermitian ?pbtrf ?pbequ ?pbtrs ?pbcon ?pbrfs
positive-definite,

band

Hermitian ?pttrf ?pttrs ?ptcon ?ptrfs
positive-definite,

tridiagonal

Hermitian ?hetrf ?hetrs ?hecon ?herfs ?hetri
indefinite

symmetric ?sytrf ?sytrs ?sycon ?syrfs ?sytri
indefinite

Hermitian ?hptrf ?hptrs ?hpcon ?hprfs ?hptri
indefinite,
packed storage

symmetric ?sptrf ?sptrs ?spcon ?sprfs ?sptri
indefinite,
packed storage

triangular ?trtrs ?trcon ?trrfs ?trtri

triangular, ?tptrs  ?tpcon ?tprfs ?tptri
packed storage

triangular band ?tbtrs  ?tbcon ?tbrfs

In this table ? stands for ¢ (single precision complex) or z (double precision complex).
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Routines for Matrix Factorization

This section describes the LAPACK routines for matrix factorization. The following factorizations
are supported:

® LU factorization

®  Cholesky factorization of real symmetric positive-definite matrices

®  Cholesky factorization of Hermitian positive-definite matrices

*  Bunch-Kaufman factorization of real and complex symmetric matrices

®*  Bunch-Kaufman factorization of Hermitian matrices.

You can compute the LU factorization using full and band storage of matrices; the Cholesky
factorization using full, packed, and band storage; and the Bunch-Kaufman factorization using full
and packed storage.

?getrf

Computes the LU factorization
of a general m by n matrix.

Syntax
call sgetrf ( m, n, a, lda, ipiv, info )

call dgetrf ( m, n, a, lda, ipiv, info )

call cgetrf ( m, n, a, lda, ipiv, info )
call zgetrf ( m, n, a, lda, ipiv, info )
Description

The routine forms the LU factorization of a general m by n matrix 4 as
A = PLU,

where P is a permutation matrix, L is lower triangular with unit diagonal elements (lower
trapezoidal if m> n) and U is upper triangular (upper trapezoidal if m < n). Usually A4 is square (m=
n), and both L and U are triangular. The routine uses partial pivoting, with row interchanges.
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Input Parameters

m INTEGER. The number of rows in the matrix 4 (m = 0).
n INTEGER. The number of columns in 4 (n=>0).
a REAL for sgetrf

DOUBLE PRECISION for dgetrf

COMPLEX for cgetrf

DOUBLE COMPLEX for zgetrf.

Array, DIMENSION (1da, *). Contains the matrix 4.
The second dimension of a must be at least max(1, n).

lda INTEGER. The first dimension of a.

Output Parameters
a Overwritten by L and U. The unit diagonal elements of L are not stored.

ipiv INTEGER.
Array, DIMENSION at least max(1,min(m,n)).
The pivot indices: row i was interchanged with row ipiv(1).

info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info= 1, u;, is 0. The factorization has been completed, but U is exactly
singular. Division by 0 will occur if you use the factor U for solving a system
of linear equations.
Application Notes
The computed L and U are the exact factors of a perturbed matrix 4 + E, where
|El < c(min(m, n))€ P|L|| U]

¢(n) is a modest linear function of #, and € is the machine precision.

The approximate number of floating-point operations for real flavors is
2/3)n° if m=n,
(1/3)n*(3m-n)  ifm> n,
(1/3)m*(3n-m) ifm<n.

The number of operations for complex flavors is 4 times greater.

After calling this routine with m = n, you can call the following:
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?getrs to solveAX=BorATX=BorAHX=B;
?gecon to estimate the condition number of 4;
?getri to compute the inverse of 4.

?gbtrf

Computes the LU factorization
of a general m by n band matrix.

Syntax

call sgbtrf ( m, n, k1, ku, ab, ldab, ipiv, info )
call dgbtrf ( m, n, k1, ku, ab, ldab, ipiv, info )
call cgbtrf ( m, n, k1, ku, ab, ldab, ipiv, info )
call zgbtrf ( m, n, k1, ku, ab, ldab, ipiv, info )

Description

The routine forms the LU factorization of a general m by n band matrix 4 with k1 non-zero
sub-diagonals and ku non-zero super-diagonals. Usually 4 is square (m = n), and then
A = PLU

where P is a permutation matrix; L is lower triangular with unit diagonal elements and at most k1
non-zero elements in each column; U is an upper triangular band matrix with k1 + ku
super-diagonals. The routine uses partial pivoting, with row interchanges (which creates the
additional k1 super-diagonals in U).

Input Parameters

m INTEGER. The number of rows in the matrix 4 (m = 0).

n INTEGER. The number of columns in 4 (n = 0).

k1 INTEGER. The number of sub-diagonals within the band of 4 (k1 = 0).
ku INTEGER. The number of super-diagonals within the band of 4 (ku = 0).
ab REAL for sgbtrf

DOUBLE PRECISION for dgbtrf
COMPLEX for cgbtrf
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DOUBLE COMPLEX for zgbtrf.

Array, DIMENSION (1dab, *).

The array ab contains the matrix 4 in band storage

(see Matrix Storage Schemes).

The second dimension of ab must be at least max(1, n).

ldab INTEGER. The first dimension of the array ab.
(1dab2=2k1+ ku+1)
Output Parameters

ab Overwritten by L and U. The diagonal and k1 + ku super-diagonals of U are
stored in the first 1 + k1 + ku rows of ab. The multipliers used to form L are
stored in the next k1 rows.

ipiv INTEGER.
Array, DIMENSION at least max(1,min(m,n)).
The pivot indices: row i was interchanged with row ipiv(1).

info INTEGER. If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info= 1, u;, is 0. The factorization has been completed, but U is exactly
singular. Division by 0 will occur if you use the factor U for solving a system
of linear equations.

Application Notes

The computed L and U are the exact factors of a perturbed matrix 4 + E, where
|E| < c(k1+kxu+1)e P|L||U

c(k) is a modest linear function of &, and € is the machine precision.

The total number of floating-point operations for real flavors varies between approximately
2n(kutl)kl and 2n(k1+kut1)k1. The number of operations for complex flavors is 4 times
greater. All these estimates assume that k1 and ku are much less than min(m, n).

After calling this routine with m = n, you can call the following:
?gbtrs to solve AX =B orATX=BorAHX=B;

?gbcon to estimate the condition number of 4.
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?gttrf

Computes the LU factorization of a tridiagonal matrix.

Syntax

call sgttrf
call dgttrf
call cgttrf
call zgttrf

Description

n, dl, d, du, du2, ipiv, info )
n, dl, d, du, du2, ipiv, info )
n, dl, d, du, du2, ipiv, info )
n, dl, d, du, du2, ipiv, info )

The routine computes the LU factorization of a real or complex tridiagonal matrix 4 in the form

A = PLU,

where P is a permutation matrix; L is lower bidiagonal with unit diagonal elements; and U is an
upper triangular matrix with nonzeroes in only the main diagonal and first two superdiagonals.
The routine uses elimination with partial pivoting and row interchanges .

Input Parameters

n

dl, d, du

INTEGER. The order of the matrix 4 (n = 0).

REAL for sgttrf

DOUBLE PRECISION for dgttrf

COMPLEX for cgttrf

DOUBLE COMPLEX for zgttrf.

Arrays containing elements of A.

The array d1 of dimension (n - 1) contains the sub-diagonal elements of A.
The array d of dimension n contains the diagonal elements of 4.

The array du of dimension (n - 1) contains the super-diagonal elements of A.

Output Parameters

dl

du

Overwritten by the (n-1) multipliers that define the matrix L from the LU
factorization of A.

Overwritten by the n diagonal elements of the upper triangular matrix U from
the LU factorization of A.

Overwritten by the (n-1) elements of the first super-diagonal of U.
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duz

ipiv

info

REAL for sgttrf

DOUBLE PRECISION for dgttrf

COMPLEX for cgttrf

DOUBLE COMPLEX for zgttrf.

Array, dimension (n-2). On exit, du2 contains (n-2) elements of the second
super-diagonal of U.

INTEGER.
Array, dimension (n).
The pivot indices: row i was interchanged with row ipiv(i).

INTEGER. If info =0, the execution is successful.

If info = -1, the ith parameter had an illegal value.

If info= i, u;;is 0. The factorization has been completed, but U is exactly
singular. Division by zero will occur if you use the factor U for solving a
system of linear equations.

Application Notes

?gbtrs

?gbcon

to solve AX =B or A'X =B or Ax = B;

to estimate the condition number of 4.

?potrf

Computes the Cholesky factorization of
a symmetric (Hermitian) positive-definite matrix.

3-12

Syntax

call spotrf
call dpotrf
call cpotrf
call zpotrf

Description

—~ o~ o~ o~

uplo, n, a, lda, info
uplo, n, a, lda, info

uplo, n, a, lda, info

—_— — — ~—

uplo, n, a, lda, info

This routine forms the Cholesky factorization of a symmetric positive- definite or, for complex
data, Hermitian positive-definite matrix A:

A=U"U

if uplo="U"
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A=LL"

if uplo="L",

where L is a lower triangular matrix and U is upper triangular.

Input Parameters

uplo

lda

CHARACTER*1. Mustbe 'U' or 'L".

Indicates whether the upper or lower triangular part of 4 is stored and how 4 is
factored:

If uplo= 'u", the array a stores the upper triangular part of the matrix 4, and
A is factored as U'U.

If uplo= 'L, the array a stores the lower triangular part of the matrix 4; A4 is
factored as LL".

INTEGER. The order of matrix A (n=0).

REAL for spotrf

DOUBLE PRECISION for dpotrf

COMPLEX for cpotrf

DOUBLE COMPLEX for zpotrf.

Array, DIMENSION (1da, *).

The array a contains either the upper or the lower triangular part of the matrix
A (see uplo).

The second dimension of a must be at least max(1, n).

INTEGER. The first dimension of a.

Output Parameters

a

info

The upper or lower triangular part of a is overwritten by the Cholesky factor U
or L, as specified by uplo.

INTEGER. If info=0, the execution is successful.

If info = -1, the ith parameter had an illegal value.

If info = i, the leading minor of order i (and hence the matrix 4 itself) is not
positive-definite, and the factorization could not be completed. This may
indicate an error in forming the matrix 4.

Application Notes

If uplo='u', the computed factor U is the exact factor of a perturbed matrix 4 + E, where

B < c(n)e |U7|U, es5] < clme Ja;;a;;

c(n) is a modest linear function of n, and € is the machine precision.

A similar estimate holds for uplo= 'L"'.



3 Intel® Math Kernel Library Reference Manual

The total number of floating-point operations is approximately (1/3)n> for real flavors or (4/3)n’
for complex flavors.

After calling this routine, you can call the following:

?potrs to solve AX = B;
?pocon to estimate the condition number of 4;
?potri to compute the inverse of 4.

?pptrf

Computes the Cholesky factorization of
a symmetric (Hermitian) positive-definite matrix using
packed storage.

Syntax
call spptrf uplo, n, ap, info
call dpptrf uplo, n, ap, info

call cpptrf uplo, n, ap, info

—~ o~ o~~~
.

call zpptrf uplo, n, ap, info

Description

This routine forms the Cholesky factorization of a symmetric positive- definite or, for complex
data, Hermitian positive-definite packed matrix A4:

A=U"U if uplo="U"
A=LL" if uplo="1L"

where L is a lower triangular matrix and U is upper triangular.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates whether the upper or lower triangular part of 4 is packed in the array
ap, and how A4 is factored:

3-14
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If uplo='uU", the array ap stores the upper triangular part of the matrix A4,
and A is factored as UU.
If uplo= 'L, the array ap stores the lower triangular part of the matrix 4; 4
is factored as LL,
n INTEGER. The order of matrix 4 (nn=0).
ap REAL for spptrf
DOUBLE PRECISION for dpptrf
COMPLEX for cpptrf
DOUBLE COMPLEX for zpptrt.
Array, DIMENSTION at least max(1,n(n+1)/2).
The array ap contains either the upper or the lower triangular part of the matrix
A (as specified by uplo) in packed storage (see Matrix Storage Schemes).

Output Parameters

ap The upper or lower triangular part of 4 in packed storage is overwritten by the
Cholesky factor U or L, as specified by uplo.

info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info = i, the leading minor of order i (and hence the matrix 4 itself) is not
positive-definite, and the factorization could not be completed. This may
indicate an error in forming the matrix 4.

Application Notes

If uplo='u", the computed factor U is the exact factor of a perturbed matrix 4 + E, where

B < c(melv]|ul, ey, < e(n)e fai;a;;

¢(n) is a modest linear function of n, and € is the machine precision.
A similar estimate holds for uplo='L".

The total number of floating-point operations is approximately (1/3)3 for real flavors and (4/3)n°
for complex flavors.

After calling this routine, you can call the following:

?pptrs to solve AX = B,
?ppcon to estimate the condition number of 4;
?pptri to compute the inverse of 4.
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?pbtrf

Computes the Cholesky factorization of
a symmetric (Hermitian) positive-definite band matrix.
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Syntax

call spbtrf
call dpbtrf
call cpbtrf
call zpbtrf

Description

uplo, n, kd, ab, ldab, info
uplo, n, kd, ab, ldab, info
uplo, n, kd, ab, ldab, info
uplo, n, kd, ab, ldab, info

—_ — — ~—

This routine forms the Cholesky factorization of a symmetric positive- definite or, for complex
data, Hermitian positive-definite band matrix 4:

A=U"U
A=LL"

if uplo='U"

if uplo="1L"

where L is a lower triangular matrix and U is upper triangular.

Input Parameters

uplo

kd

ab

CHARACTER*1. Mustbe 'U' or 'L".

Indicates whether the upper or lower triangular part of 4 is stored in the array
ab, and how 4 is factored:

If uplo='u", the array ab stores the upper triangular part of the matrix A4,
and A is factored as UU.

If uplo= 'L, the array ab stores the lower triangular part of the matrix 4; 4
is factored as LL".

INTEGER. The order of matrix 4 (n = 0).

INTEGER. The number of super-diagonals or sub-diagonals in the matrix 4
(kd = 0).

REAL for spbtrf

DOUBLE PRECISION for dpbtrf

COMPLEX for cpbtrf

DOUBLE COMPLEX for zpbtrf.

Array, DIMENSION (1dab,*).
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The array ap contains either the upper or the lower triangular part of the matrix
A (as specified by uplo) in band storage (see Matrix Storage Schemes).
The second dimension of ab must be at least max(1, n).

ldab INTEGER. The first dimension of the array ab.
(1dab > kd +1)
Output Parameters

ap The upper or lower triangular part of 4 (in band storage) is overwritten by the
Cholesky factor U or L, as specified by uplo.

info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info = i, the leading minor of order i (and hence the matrix 4 itself) is not
positive-definite, and the factorization could not be completed. This may
indicate an error in forming the matrix 4.

Application Notes

If uplo='u', the computed factor U is the exact factor of a perturbed matrix 4 + E, where

1B < c(xa+ e U] U, |eij|S c(kd+ )€ Ja;;a,;

c(n) is a modest linear function of n, and € is the machine precision.
A similar estimate holds for uplo='L"'.

The total number of floating-point operations for real flavors is approximately n(kd+1)?. The
number of operations for complex flavors is 4 times greater. All these estimates assume that kd is
much less than n.

After calling this routine, you can call the following:
?pbtrs to solve AX = B;

?pbcon to estimate the condition number of A4;
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?pttrf

Computes the factorization of
a symmetric (Hermitian) positive-definite tridiagonal

matrix.

Syntax

call spttrf
call dpttrf
call cpttrf
call zpttrf

Description

—~ o~ o~ o~

n, d, e, info )
n, d, e, info )
n, d, e, info )
n, d, e, info )

This routine forms the factorization of a symmetric positive-definite or, for complex data,
Hermitian positive-definite tridiagonal matrix 4:

A=LDL"  where D is diagonal and L is unit lower bidiagonal. The factorization may also be
regarded as having the form 4 = UDU , where D is unit upper bidiagonal.

Input Parameters

n
d

INTEGER. The order of the matrix 4 (n=>0).

REAL for spttrf, cpttrf

DOUBLE PRECISION for dpttrf, zpttrf.

Array, dimension (). Contains the diagonal elements of A.

REAL for spttrf

DOUBLE PRECISION for dpttrf

COMPLEX for cpttrf

DOUBLE COMPLEX for zpttrf.

Array, dimension (n - 1). Contains the sub-diagonal elements of A.

Output Parameters

d

3-18

Overwritten by the n diagonal elements of the diagonal matrix D from the
LDL™ factorization of A.

Overwritten by the (n1 - 1) off-diagonal elements of the unit bidiagonal factor L
or U from the factorization of A.
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info

INTEGER. If info=0, the execution is successful.

If info= -1, the ith parameter had an illegal value.

If info= i, the leading minor of order i (and hence the matrix 4 itself) is not
positive-definite; if 1 < n, the factorization could not be completed, while if 1
= n, the factorization was completed, but d (n)=0.

?sytrf

Computes the Bunch-Kaufman factorization of a

symmetric matrix.

Syntax

call ssytrf
call dsytrf
call csytrf
call zsytrf

Description

uplo, n, a, lda, ipiv, work, lwork, info
uplo, n, a, lda, ipiv, work, lwork, info

uplo, n, a, lda, ipiv, work, lwork, info

—_ = = ~—

uplo, n, a, lda, ipiv, work, lwork, info

This routine forms the Bunch-Kaufman factorization of a symmetric matrix:

if uplo='U",

if uplo="1",

A=PUDUTPT
A=pPLDLTPT

where 4 is the input matrix, P is a permutation matrix, U and L are upper and lower triangular
matrices with unit diagonal, and D is a symmetric block-diagonal matrix with 1-by-1 and 2-by-2
diagonal blocks. U and L have 2-by-2 unit diagonal blocks corresponding to the 2-by-2 blocks of

D.

Input Parameters

uplo

CHARACTER*1. Mustbe 'U' or 'L"'.

Indicates whether the upper or lower triangular part of 4 is stored and how 4 is
factored:

If uplo= 'u", the array a stores the upper triangular part of the matrix 4, and
A is factored as PUDU'PT.,

If uplo= 'L, the array a stores the lower triangular part of the matrix 4; A4 is
factored as PLDLTPT.

INTEGER. The order of matrix A (n = 0).
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lda
work
1lwork

REAL for ssytrf

DOUBLE PRECISION for dsytrf

COMPLEX for csytrf

DOUBLE COMPLEX for zsytrf.

Array, DIMENSION (1da, *).

The array a contains either the upper or the lower triangular part of the matrix
A (see uplo).

The second dimension of a must be at least max(1, n).
INTEGER. The first dimension of a; at least max(1, n).
Same type as a. Workspace array of dimension 1work
INTEGER. The size of the work array (1work 2 n)

See Application notes for the suggested value of Iwork.

Output Parameters

a

work (1)

ipiv

info

The upper or lower triangular part of a is overwritten by details of the
block-diagonal matrix D and the multipliers used to obtain the factor U (or L).
If info=0, on exit work (1) contains the minimum value of 1work required
for optimum performance. Use this Iwork for subsequent runs.

INTEGER.

Array, DIMENSION at least max(1,n).

Contains details of the interchanges and the block structure of D.

If ipiv(i) =k>0,thend,; isa 1-by-1 block, and the ith row and column of
A was interchanged with the kth row and column.

Ifuplo="'U'and ipiv(i) =ipiv(i-1) = -m<0, then D has a 2-by-2 block
in rows/columns i and i-1, and (i-1) th row and column of 4 was
interchanged with the mth row and column.

Ifuplo="'L'and ipiv(i) =ipiv(i+1) =-m<0,then D has a 2-by-2 block
in rows/columns i and i+1, and (i+1) th row and column of 4 was
interchanged with the mth row and column.

INTEGER. If info=0, the execution is successful.

If info = -1, the ith parameter had an illegal value.

If info=1,d;; is 0. The factorization has been completed, but D is exactly
singular. Division by 0 will occur if you use D for solving a system of linear
equations.

Application Notes

For better performance, try using 1work =n*blocksize, where blocksize is a machine-dependent
value (typically, 16 to 64) required for optimum performance of the blocked algorithm.
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If you are in doubt how much workspace to supply, use a generous value of Iwork for the first run.
On exit, examine work (1) and use this value for subsequent runs.

The 2-by-2 unit diagonal blocks and the unit diagonal elements of U and L are not stored. The
remaining elements of U and L are stored in the corresponding columns of the array a, but
additional row interchanges are required to recover U or L explicitly (which is seldom necessary).

If ipiv(i) =iforall i =1...n,then all off-diagonal elements of U (L) are stored explicitly in
the corresponding elements of the array a.

If uplo='u', the computed factors U and D are the exact factors of a perturbed matrix 4 + E,
where

|E| < c(n)e P|Ul|Dl|U7] P

c(n) is a modest linear function of n, and € is the machine precision.
A similar estimate holds for the computed L and D when uplo= 'L".

The total number of floating-point operations is approximately (1/3)n3 for real flavors or (4/3)n3
for complex flavors.

After calling this routine, you can call the following:

?sytrs to solve AX =B,
?sycon to estimate the condition number of 4;
?sytri to compute the inverse of 4.
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?hetrf

Computes the Bunch-Kaufman factorization of a
complex Hermitian matrix.

Syntax

call chetrf ( uplo, n, a, lda, ipiv, work, lwork, info )
call zhetrf ( uplo, n, a, lda, ipiv, work, lwork, info )
Description

This routine forms the Bunch-Kaufman factorization of a Hermitian matrix:
ifuplo='u', A=PUDU"PT
ifuplo='1', A=PLDLAPT

where A is the input matrix, P is a permutation matrix, U and L are upper and lower triangular
matrices with unit diagonal, and D is a Hermitian block-diagonal matrix with 1-by-1 and 2-by-2
diagonal blocks. U and L have 2-by-2 unit diagonal blocks corresponding to the 2-by-2 blocks of
D.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates whether the upper or lower triangular part of 4 is stored and how 4 is
factored:
If uplo= 'u", the array a stores the upper triangular part of the matrix 4, and
A is factored as PUDUPT.
If uplo= 'L, the array a stores the lower triangular part of the matrix 4; A4 is
factored as PLDLYPT.

n INTEGER. The order of matrix 4 (n = 0).
COMPLEX for chetrf
DOUBLE COMPLEX for zhetrf.
Array, DIMENSION (1da, *).
The array a contains either the upper or the lower triangular part of the matrix
A (see uplo).
The second dimension of a must be at least max(1, n).

lda INTEGER. The first dimension of a; at least max(1, n).
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work Same type as a. Workspace array of dimension 1work

lwork INTEGER. The size of the work array (1work 2 n)
See Application notes for the suggested value of Iwork.

Output Parameters

a The upper or lower triangular part of a is overwritten by details of the
block-diagonal matrix D and the multipliers used to obtain the factor U (or L).

work (1) If info=0, on exit work (1) contains the minimum value of 1work required
for optimum performance. Use this 1work for subsequent runs.

ipiv INTEGER.
Array, DIMENSTION at least max(1,n).
Contains details of the interchanges and the block structure of D.
If ipiv(i) =k>0,thend,; isa l1-by-1 block, and the ith row and column of
A was interchanged with the kth row and column.

Ifuplo="'U'and ipiv(i) =ipiv(i-1) =-m<0,then D has a 2-by-2 block
in rows/columns i and i-1, and (i-1) th row and column of 4 was
interchanged with the mth row and column.

Ifuplo="'L'and ipiv(i) =ipiv(i+1) = -m<0,then D has a 2-by-2 block
in rows/columns i and i+1, and (i+1) th row and column of 4 was
interchanged with the mth row and column.

info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info=1,d;; is 0. The factorization has been completed, but D is exactly
singular. Division by 0 will occur if you use D for solving a system of linear
equations.

Application Notes

This routine is suitable for Hermitian matrices that are not known to be positive-definite. If 4 is in
fact positive-definite, the routine does not perform interchanges, and no 2-by-2 diagonal blocks
occur in D.

For better performance, try using 1work =n*blocksize, where blocksize is a machine-dependent
value (typically, 16 to 64) required for optimum performance of the blocked algorithm.

If you are in doubt how much workspace to supply, use a generous value of 1work for the first run.
On exit, examine work (1) and use this value for subsequent runs.
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The 2-by-2 unit diagonal blocks and the unit diagonal elements of U and L are not stored. The
remaining elements of U and L are stored in the corresponding columns of the array a, but
additional row interchanges are required to recover U or L explicitly (which is seldom necessary).

If ipiv(i) =iforall i=1...n,then all off-diagonal elements of U (L) are stored explicitly in
the corresponding elements of the array a.

If uplo='u"', the computed factors U and D are the exact factors of a perturbed matrix 4 + E,
where

|E| < c(n)e P|Ul|Dl|U7] P

¢(n) is a modest linear function of n, and € is the machine precision.
A similar estimate holds for the computed L and D when uplo='L".

The total number of floating-point operations is approximately (4/3)1‘13 .

After calling this routine, you can call the following:

?hetrs to solve AX = B;
?hecon to estimate the condition number of 4;
?hetri to compute the inverse of A.

?sptrf

Computes the Bunch-Kaufman factorization of a
symmetric matrix using packed storage.

3-24

Syntax
call ssptrf ( uplo, n, ap, ipiv, info )
call dsptrf ( uplo, n, ap, ipiv, info )

call csptrf ( uplo, n, ap, ipiv, info )
call zsptrf ( uplo, n, ap, ipiv, info )
Description

This routine forms the Bunch-Kaufman factorization of a symmetric matrix 4 using packed
storage:

if uplo='U', A4=PUDU'P"
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if uplo="1",

A=PLDLTPT

where P is a permutation matrix, U and L are upper and lower triangular matrices with unit
diagonal, and D is a symmetric block-diagonal matrix with 1-by-1 and 2-by-2 diagonal blocks. U
and L have 2-by-2 unit diagonal blocks corresponding to the 2-by-2 blocks of D.

Input Parameters

uplo

ap

CHARACTER*1. Mustbe 'U' or 'L'.

Indicates whether the upper or lower triangular part of 4 is packed in the array
ap and how A4 is factored:

If uplo='U", the array ap stores the upper triangular part of the matrix A4,
and A is factored as PUDUTPT.

If uplo= 'L, the array ap stores the lower triangular part of the matrix 4; 4
is factored as PLDLTPT.

INTEGER. The order of matrix 4 (nn=0).

REAL for ssptrf

DOUBLE PRECISION1brdSptrf

COMPLEX for csptrf

DOUBLE COMPLEberzsptrf

Array, DIMENSTION at least max(1,n(n+1)/2).

The array ap contains either the upper or the lower triangular part of the matrix
A (as specified by uplo) in packed storage (see Matrix Storage Schemes).

Output Parameters

ap

ipiv

The upper or lower triangle of A (as specified by uplo) is overwritten by
details of the block-diagonal matrix D and the multipliers used to obtain the
factor U (or L).

INTEGER.

Array, DIMENSION at least max(1,n).

Contains details of the interchanges and the block structure of D.

If ipiv(i) =k>0,thend;; isa 1-by-1 block, and the ith row and column of
A was interchanged with the kth row and column.

Ifuplo="'U"'and ipiv(i) =ipiv(i-1) = -m<0, then D has a 2-by-2 block
in rows/columns i and i-1, and (i-1) th row and column of 4 was
interchanged with the mth row and column.
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Ifuplo="'L"'and ipiv(i) =ipiv(i+1) = -m<0, then D has a 2-by-2 block
in rows/columns i and i+1, and (i+1) th row and column of 4 was
interchanged with the mth row and column.

info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info=1,d;; is 0. The factorization has been completed, but D is exactly
singular. Division by 0 will occur if you use D for solving a system of linear
equations.

Application Notes

The 2-by-2 unit diagonal blocks and the unit diagonal elements of U and L are not stored. The
remaining elements of U and L overwrite elements of the corresponding columns of the matrix 4,
but additional row interchanges are required to recover U or L explicitly (which is seldom
necessary).

If ipiv(i) =iforall 1 =1...n, then all off-diagonal elements of U (L) are stored explicitly in
packed form.

If uplo='u", the computed factors U and D are the exact factors of a perturbed matrix 4 + E,
where

|E| < c(n)e P|Ul|Dl|U7] P

¢(n) is a modest linear function of n, and € is the machine precision.
A similar estimate holds for the computed L and D when uplo= 'L".

The total number of floating-point operations is approximately (1/3)n3 for real flavors or (4/3)n>
for complex flavors.

After calling this routine, you can call the following:

?sptrs to solve AX = B;
?spcon to estimate the condition number of 4;
?sptri to compute the inverse of 4.



LAPACK Routines: Linear Equations 3

?hptrf

Computes the Bunch-Kaufman factorization of a
complex Hermitian matrix using packed storage.

Syntax
call chptrf ( uplo, n, ap, ipiv, info )
call zhptrf ( uplo, n, ap, ipiv, info )

Description

This routine forms the Bunch-Kaufman factorization of a Hermitian matrix using packed storage:
ifuplo='u', A=PUDU"PT
ifuplo='1', A=PLDLAPT

where A is the input matrix, P is a permutation matrix, U and L are upper and lower triangular
matrices with unit diagonal, and D is a Hermitian block-diagonal matrix with 1-by-1 and 2-by-2
diagonal blocks. U and L have 2-by-2 unit diagonal blocks corresponding to the 2-by-2 blocks of
D.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates whether the upper or lower triangular part of 4 is packed and how 4
is factored:

If uplo='u", the array ap stores the upper triangular part of the matrix A4,
and A4 is factored as PUDUPT.
If uplo= 'L, the array ap stores the lower triangular part of the matrix 4; 4

is factored as PLDLYPT.
n INTEGER. The order of matrix 4 (n = 0).
ap COMPLEX for chptrf

DOUBLE COMPLEX for zhptr£.

Array, DIMENSION at least max(1,n(n+1)/2).

The array ap contains either the upper or the lower triangular part of the matrix
A (as specified by uplo) in packed storage (see Matrix Storage Schemes).
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Output Parameters

ap The upper or lower triangle of A (as specified by uplo) is overwritten by
details of the block-diagonal matrix D and the multipliers used to obtain the
factor U (or L).

ipiv INTEGER.
Array, DIMENSION at least max(1,n).
Contains details of the interchanges and the block structure of D.
If ipiv(i) =k>0,thend,; is a 1-by-1 block, and the ith row and column of
A was interchanged with the kth row and column.

Ifuplo="'U'and ipiv(i) =ipiv(i-1) = -m<0, then D has a 2-by-2 block
in rows/columns i and i-1, and (i-1) th row and column of 4 was
interchanged with the mth row and column.

Ifuplo="'L'and ipiv(i) =ipiv(i+1) =-m<0,then D has a 2-by-2 block
in rows/columns i and i+1, and (i+1) th row and column of 4 was
interchanged with the mth row and column.

info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info=1,d;; is 0. The factorization has been completed, but D is exactly
singular. Division by 0 will occur if you use D for solving a system of linear
equations.

Application Notes

The 2-by-2 unit diagonal blocks and the unit diagonal elements of U and L are not stored. The
remaining elements of U and L are stored in the corresponding columns of the array a, but
additional row interchanges are required to recover U or L explicitly (which is seldom necessary).

If ipiv(i) =iforall i=1...n,then all off-diagonal elements of U (L) are stored explicitly in
the corresponding elements of the array a.

If uplo='u", the computed factors U and D are the exact factors of a perturbed matrix 4 + E,
where

|E| < c(n)e P|Ul|Dl|U7] P

¢(n) is a modest linear function of n, and € is the machine precision.
A similar estimate holds for the computed L and D when uplo= 'L".

The total number of floating-point operations is approximately (4/3)n°.

After calling this routine, you can call the following:
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?hptrs to solve AX=B;
?hpcon to estimate the condition number of 4;
?hptri to compute the inverse of 4.

Routines for Solving Systems of Linear Equations

This section describes the LAPACK routines for solving systems of linear equations. Before
calling most of these routines, you need to factorize the matrix of your system of equations (see
Routines for Matrix Factorization in this chapter). However, the factorization is not necessary if
your system of equations has a triangular matrix.

?getrs

Solves a system of linear equations with an LU-factored
square matrix, with multiple right-hand sides.

Syntax

call sgetrs (trans, n, nrhs, a, lda, ipiv, b, 1db, info)
call dgetrs (trans, n, nrhs, a, lda, ipiv, b, 1db, info)
call cgetrs (trans, n, nrhs, a, lda, ipiv, b, 1db, info)
call zgetrs (trans, n, nrhs, a, lda, ipiv, b, 1db, info)

Description

This routine solves for X the following systems of linear equations:

AX=B if trans="N",
ATx=B if trans="T",
Alx =B if trans="'¢C" (for complex matrices only).

Before calling this routine, you must call 2getrf to compute the LU factorization of 4.

Input Parameters

trans CHARACTER*1. Mustbe 'N' or 'T' or 'C'.
Indicates the form of the equations:
If trans= 'N', then AX = B is solved for X.
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nrhs

a, b

lda
1db

ipiv

If trans='T', then ATX = B is solved for X.
If trans = 'C', then 47X = B is solved for X.

INTEGER. The order of 4; the number of rows in B (n = 0).
INTEGER. The number of right-hand sides (nrhs > 0).

REAL for sgetrs

DOUBLE PRECISION for dgetrs
COMPLEX for cgetrs

DOUBLE COMPLEX for zgetrs.
Arrays: a(lda,*), b(1db,*).

The array a contains the matrix 4.
The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

The second dimension of a must be at least max(1,n), the second dimension of
b at least max(1,nrhs).

INTEGER. The first dimension of a; 1da = max(1, n).
INTEGER. The first dimension of b; 1db > max(1, n).

INTEGER.
Array, DIMENSTION at least max(1,n).
The ipiv array, as returned by ?getrt.

Output Parameters

b

info

Overwritten by the solution matrix X.

INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

For each right-hand side b, the computed solution is the exact solution of a perturbed system of
equations (4 + E)x = b where

|E| < c(n)e P|L||U]

c(n) is a modest linear function of n, and € is the machine precision.

If x is the true solution, the computed solution x satisfies this error bound:



LAPACK Routines: Linear Equations 3

= xol..

Ixll.,

< c(n) cond (A, x)&

where cond(4,) = || |4~ J4] i [l / ¥l < 47!l Ml = ().

Note that cond(4,x) can be much smaller than k..(4); the condition number of A” and 4" might or
might not be equal to K.(4).

The approximate number of floating-point operations for one right-hand side vector b is 2n? for
real flavors and 8n? for complex flavors.

To estimate the condition number x., (4), call 2gecon.
To refine the solution and estimate the error, call ?2gerfs.

?gbtrs

Solves a system of linear equations with an LU-factored
band matrix, with multiple right-hand sides.

Syntax

call sgbtrs (trans, n, k1, ku, nrhs, ab, ldab, ipiv, b, 1ldb, info)

call dgbtrs (trans, n, k1, ku, nrhs, ab, ldab, ipiv, b, 1db, info)

call cgbtrs (trans, n, k1, ku, nrhs, ab, ldab, ipiv, b, 1db, info)
( b )

call zgbtrs (trans, n, k1, ku, nrhs, ab, ldab, ipiv, , 1db, info

Description

This routine solves for X the following systems of linear equations:

AX=B if trans="N",
ATx=B if trans="T",
A%x =B if trans="C" (for complex matrices only).

Here A is an LU-factored general band matrix of order n with k1 non-zero sub-diagonals and ku
non-zero super-diagonals. Before calling this routine, you must call 2gbtr £ to compute the LU
factorization of 4.
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Input Parameters

trans CHARACTER*1. Mustbe 'N' or 'T' or 'C'.

n INTEGER. The order of 4; the number of rows in B (n = 0).

k1 INTEGER. The number of sub-diagonals within the band of 4 (k1 = 0).
ku INTEGER. The number of super-diagonals within the band of 4 (ku = 0).
nrhs INTEGER. The number of right-hand sides (nrhs = 0).

ab, b REAL for sgbtrs

DOUBLE PRECISION for dgbtrs
COMPLEX for cgbtrs

DOUBLE COMPLEX for zgbtrs.
Arrays: ab(ldab,*),b(1ldb, *).

The array ab contains the matrix 4 in band storage (see Matrix Storage
Schemes).

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

The second dimension of ab must be at least max(1, n),
the second dimension of b at least max(1,nrhs).

ldab INTEGER. The first dimension of the array ab.

(1dab >2k1 + ku+1).
1db INTEGER. The first dimension of b; 1db = max(1, n).
ipiv INTEGER. Array, DIMENSION at least max(1,n).

The ipiv array, as returned by ?gbtrf.

Output Parameters
b Overwritten by the solution matrix X.
info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

For each right-hand side b, the computed solution is the exact solution of a perturbed system of
equations (4 + E)x = b, where
|E| < c(kl+ku+1)e P|L||U

c(k) is a modest linear function of %, and ¢ is the machine precision.
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If x is the true solution, the computed solution x satisfies this error bound:

[ = x|
W < c(kl+ku+1)cond (A x)e

where cond(4,) = || |4~ J4] b [l / ¥l < 47!l [l = ().

Note that cond(4,x) can be much smaller than k..(4); the condition number of A” and 4" might or
might not be equal to K.(4).

The approximate number of floating-point operations for one right-hand side vector is 2n(ku +
2k1) for real flavors. The number of operations for complex flavors is 4 times greater. All these
estimates assume that k1 and ku are much less than min(m, n).

To estimate the condition number x., (4), call 2gbcon.
To refine the solution and estimate the error, call 2gbrfs.

?gttrs

Solves a system of linear equations with a tridiagonal
matrix using the LU factorization computed by ?gttrt.

Syntax

call sgttrs (trans, n, nrhs, dl, d, du, du2, ipiv, b, 1ldb, info)
call dgttrs (trans, n, nrhs, dl, d, du, du2, ipiv, b, 1ldb, info)
call cgttrs (trans, n, nrhs, dl, d, du, du2, ipiv, b, 1ldb, info)
call zgttrs (trans, n, nrhs, dl, d, du, du2, ipiv, b, 1ldb, info)

Description

This routine solves for X the following systems of linear equations with multiple right hand sides:

AX=B if trans="N",
ATx=B if trans="T",
A"x =B if trans="C" (for complex matrices only).

Before calling this routine, you must call 2gttrf to compute the LU factorization of 4.
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Input Parameters

trans CHARACTER*1. Mustbe 'N' or 'T' or 'C".
Indicates the form of the equations:
If trans = 'N"', then AX = B is solved for X.
If trans='T', then ATX = B is solved for X.
If trans='C', then AMX = B is solved for X.

n INTEGER. The order of 4 (n > 0).
nrhs INTEGER. The number of right-hand sides, i.e., the number of columns in B
(nrhs 2 0).

dil,d,du,du2,b REAL for sgttrs
DOUBLE PRECISION for dgttrs
COMPLEX for cgttrs
DOUBLE COMPLEX for zgttrf.
Arrays: d1(n-1),d(n),du(n-1),du2(n-2), b(ldb,nrhs).
The array d1 contains the (z - 1) multipliers that define the matrix L from the
LU factorization of A.
The array d contains the n diagonal elements of the upper triangular matrix U
from the LU factorization of 4.
The array du contains the (n1- 1) elements of the first super-diagonal of U.
The array duz contains the (n - 2) elements of the second super-diagonal of
U.
The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

1db INTEGER. The leading dimension of b; 1db = max(1, n).
ipiv INTEGER.
Array, DIMENSION (n).
The ipiv array, as returned by ?gttrt.
Output Parameters
b Overwritten by the solution matrix X.

info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
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Application Notes

For each right-hand side b, the computed solution is the exact solution of a perturbed system of
equations (4 + E)x = b where
Bl < c(a)e PIL|[U

¢(n) is a modest linear function of n, and € is the machine precision.

If x is the true solution, the computed solution x satisfies this error bound:

= %ol...

————— < c¢(n) cond (A, x)&
Il

where cond(4,) = || |4~ J4] i [l / el < 47!l [l = ().

Note that cond(4,x) can be much smaller than k..(4); the condition number of A” and 4" might or
might not be equal to K.(4).

The approximate number of floating-point operations for one right-hand side vector b is 2n? for
real flavors and 8n? for complex flavors.

To estimate the condition number x,, (4), call 2gecon.
To refine the solution and estimate the error, call ?2gerfs.

?potrs

Solves a system of linear equations with a
Cholesky-factored symmetric (Hermitian)
positive-definite matrix.

Syntax

call spotrs ( uplo, n, nrhs, a, lda, b, 1db, info )

call dpotrs ( uplo, n, nrhs, a, lda, b, ldb, info )

call cpotrs ( uplo, n, nrhs, a, lda, b, ldb, info )
( b )

call zpotrs uplo, n, nrhs, a, lda, , 1db, info
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Description

This routine solves for X the system of linear equations AX = B with a symmetric positive-definite
or, for complex data, Hermitian positive-definite matrix A, given the Cholesky factorization of 4:

A=U"U if uplo='U"
A=LL" if uplo='L"

where L is a lower triangular matrix and U is upper triangular. The system is solved with multiple
right-hand sides stored in the columns of the matrix B.

Before calling this routine, you must call ?potrf to compute the Cholesky factorization of 4.

Input Parameters

uplo CHARACTER*1. Mustbe 'U" or 'L".
Indicates how the input matrix 4 has been factored:
If uplo='U", the array a stores the factor U of the Cholesky factorization 4 =

viu.
If uplo= 'L, the array a stores the factor L of the Cholesky factorization 4
=LY,

n INTEGER. The order of matrix 4 (n = 0).

nrhs INTEGER. The number of right-hand sides (nrhs = 0).

a, b REAL for spotrs

DOUBLE PRECISION for dpotrs

COMPLEX for cpotrs

DOUBLE COMPLEX for zpotrs.

Arrays: a(lda,*), b(1db,*).

The array a contains the factor U or L (see uplo).

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

The second dimension of a must be at least max(1,n), the second dimension of
b at least max(1,nrhs).

lda INTEGER. The first dimension of a; 1da = max(1, n).

1db INTEGER. The first dimension of b; 1db = max(1, n).

Output Parameters
b Overwritten by the solution matrix X.

info INTEGER. If info =0, the execution is successful.
If info = -1, the ith parameter had an illegal value.
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Application Notes

If uplo= 'u"', the computed solution for each right-hand side 4 is the exact solution of a
perturbed system of equations (4 + E)x = b, where
Bl < c(a)e|UH[l

c(n) is a modest linear function of n, and € is the machine precision.
A similar estimate holds for uplo='L".
If x is the true solution, the computed solution x satisfies this error bound:

[ —o..
BN

< c(n) cond(A, x)&

where cond(4,) = || |4~ J4] i [l / ¥l < 47!l [l = ().

Note that cond(4,x) can be much smaller than ., (4).
The approximate number of floating-point operations for one right-hand side vector b is 2n? for
real flavors and 817 for complex flavors.

To estimate the condition number ., (4), call ?pocon.
To refine the solution and estimate the error, call ?porfs.

?pptrs

Solves a system of linear equations with a packed
Cholesky-factored symmetric (Hermitian)
positive-definite matrix.

Syntax

call spptrs ( uplo, n, nrhs, ap, b, 1ldb, info )
call dpptrs ( uplo, n, nrhs, ap, b, 1ldb, info )
call cpptrs ( uplo, n, nrhs, ap, b, 1ldb, info )
call zpptrs ( uplo, n, nrhs, ap, b, 1ldb, info )
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Description

This routine solves for X the system of linear equations 4X = B with a packed symmetric
positive-definite or, for complex data, Hermitian positive-definite matrix A, given the Cholesky
factorization of 4:

A=U"U if uplo='U"
A=L1" if uplo="'L

where L is a lower triangular matrix and U is upper triangular. The system is solved with multiple
right-hand sides stored in the columns of the matrix B.

Before calling this routine, you must call ?pptrf to compute the Cholesky factorization of 4.

Input Parameters

uplo CHARACTER+*1. Mustbe 'U' or 'L".
Indicates how the input matrix 4 has been factored:
If uplo='U", the array a stores the packed factor U of the Cholesky
factorization 4 = U7U.
If uplo='L", the array a stores the packed factor L of the Cholesky
factorization 4 = LL".

n INTEGER. The order of matrix 4 (n = 0).
nrhs INTEGER. The number of right-hand sides (nrhs = 0).
ap, b REAL for spptrs

DOUBLE PRECISION for dpptrs

COMPLEX for cpptrs

DOUBLE COMPLEX for zpptrs.

Arrays: ap (*), b(1db, *)

The dimension of ap must be at least max(1,n(nt+1)/2).

The array ap contains the factor U or L, as specified by uplo, in packed
storage (see Matrix Storage Schemes).

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations. The second dimension of b must be at least
max(l,nrhs).

1db INTEGER. The first dimension of b; 1db = max(1, n).

Output Parameters
b Overwritten by the solution matrix X.

info INTEGER. If info =0, the execution is successful.
If info = -1, the ith parameter had an illegal value.
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Application Notes

If uplo= 'u"', the computed solution for each right-hand side 4 is the exact solution of a
perturbed system of equations (4 + E)x = b, where
Bl < c(n)e |UH]|Ul
¢(n) is a modest linear function of n, and € is the machine precision.
A similar estimate holds for uplo='L".

If x is the true solution, the computed solution x satisfies this error bound:

= ol

Il

< ¢(n) cond(A, x)&

where cond(4,%) = || |4~ JA| | [l / ¥l < [14° 1 [} = Ko,
Note that cond(4,x) can be much smaller than K,(4).

The approximate number of floating-point operations for one right-hand side vector b is 2n? for
real flavors and 8n? for complex flavors.

To estimate the condition number K_,(4), call 2ppcon.
To refine the solution and estimate the error, call ?pprfs.

?pbtrs

Solves a system of linear equations with a
Cholesky-factored symmetric (Hermitian)
positive-definite band matrix.

Syntax

call spbtrs (uplo, n, kd, nrhs, ab, ldab, b, 1db, info)
call dpbtrs (uplo, n, kd, nrhs, ab, ldab, b, 1db, info)
call cpbtrs (uplo, n, kd, nrhs, ab, ldab, b, 1db, info)
call zpbtrs (uplo, n, kd, nrhs, ab, ldab, b, 1db, info)
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Description

This routine solves for X the system of linear equations AX = B with a symmetric positive-definite
or, for complex data, Hermitian positive-definite band matrix A4, given the Cholesky factorization
of A4:

A=U"U if uplo="'U"
A=LL" if uplo="L"

where L is a lower triangular matrix and U is upper triangular. The system is solved with multiple
right-hand sides stored in the columns of the matrix B.

Before calling this routine, you must call ?pbtrf to compute the Cholesky factorization of 4 in
the band storage form.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates how the input matrix 4 has been factored:
If uplo= 'U", the array a stores the factor U of the factorization 4 = UU in
the band storage form.
If uplo= 'L, the array a stores the factor L of the factorization 4 = LL" in
the band storage form.

n INTEGER. The order of matrix A (n=0).

kd INTEGER. The number of super-diagonals or sub-diagonals in the matrix A
(kd = 0).

nrhs INTEGER. The number of right-hand sides (nrhs = 0).

ab, b REAL for spbtrs

DOUBLE PRECISION for dpbtrs
COMPLEX for cpbtrs

DOUBLE COMPLEX for zpbtrs.
Arrays: ab(1ldab,*), b(1db,*).

The array ab contains the Cholesky factor, as returned by the factorization
routine, in band storage form.

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

The second dimension of ab must be at least max(1, n),
the second dimension of b at least max(1,nrhs).

ldab INTEGER. The first dimension of the array ab.
(1dab = kd +1).
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1db INTEGER. The first dimension of b; 1db = max(1, n).

Output Parameters
b Overwritten by the solution matrix X.

info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

For each right-hand side b, the computed solution is the exact solution of a perturbed system of
equations (4 + E)x = b, where

1Bl < c(ka+ 1)e PlU|Ul or |E < c(xa+ 1)e p|L|L)
c(k) is a modest linear function of £, and € is the machine precision.

If x is the true solution, the computed solution x satisfies this error bound:
[~ ..

I < c(kd+ 1) cond(A, x)é&

where cond(4,0) = || 14 J4] i [l / ¥l < 147!l Al = 4.
Note that cond(4,x) can be much smaller than K ,(4).
The approximate number of floating-point operations for one right-hand side vector is 4n*kd for

real flavors and 16n*kd for complex flavors.

To estimate the condition number k., (4), call ?pbcon.
To refine the solution and estimate the error, call ?pbrfs.

?ptirs

Solves a system of linear equations with a symmetric
(Hermitian) positive-definite tridiagonal matrix using
the factorization computed by ?pttrt.

Syntax

call spttrs (n, nrhs, d, e, b, 1ldb, info)

call dpttrs (n, nrhs, d, e, b, 1ldb, info)

call cpttrs (uplo, n, nrhs, d, e, b, 1db, info)
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call zpttrs (uplo, n, nrhs, d, e, b, 1db, info)

Description

This routine solves for X a system of linear equations 4X =B with a symmetric (Hermitian)
positive-definite tridiagonal matrix 4.

Before calling this routine, you must call ?pttrf to compute the LDL? or U'DU factorization
of A.

Input Parameters

uplo CHARACTER*1. Used for cpttrs/zpttrs only.
Mustbe 'u' or 'L'.
Specifies whether the superdiagonal or the subdiagonal of the tridiagonal
matrix 4 is stored and how 4 is factored:
If uplo= 'u", the array e stores the superdiagonal of 4, and 4 is factored as

Ufpu;
If uplo= 'L, the array e stores the subdiagonal of 4, and 4 is factored as
LDLH

n INTEGER. The order of 4 (n > 0).

nrhs INTEGER. The number of right-hand sides, i.e., the number of columns of the
matrix B (nrhs 2> 0).

d REAL for spttrs, cpttrs

DOUBLE PRECISION for dpttrs, zpttrs.
Array, dimension (n). Contains the diagonal elements of the diagonal matrix
D from the factorization computed by ?pttrf.
e, b REAL for spttrs
DOUBLE PRECISION for dpttrs
COMPLEX for cpttrs
DOUBLE COMPLEX for zpttrs.
Arrays: e(n- 1), b(1db, nrhs).
The array e contains the (- 1) off-diagonal elements of the unit bidiagonal
factor U or L from the factorization computed by ?pttrf (see uplo).
The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

1db INTEGER. The leading dimension of b; 1db = max(1, n).

Output Parameters

b Overwritten by the solution matrix X.
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info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

?sytrs

Solves a system of linear equations with a UDU- or
LDL-factored symmetric matrix.

Syntax

call ssytrs (uplo, n, nrhs, a, lda, ipiv, b, 1db, info)
call dsytrs (uplo, n, nrhs, a, lda, ipiv, b, 1db, info)
call csytrs (uplo, n, nrhs, a, lda, ipiv, b, 1db, info)
call zsytrs (uplo, n, nrhs, a, lda, ipiv, b, 1ldb, info)

Description

This routine solves for X the system of linear equations AX = B with a symmetric matrix 4, given
the Bunch-Kaufman factorization of 4:

if uplo='u', A=PUDU'PT

ifuplo='1', A=PLDL'PT
where P is a permutation matrix, U and L are upper and lower triangular matrices with unit
diagonal, and D is a symmetric block-diagonal matrix. The system is solved with multiple

right-hand sides stored in the columns of the matrix B. You must supply to this routine the factor U
(or L) and the array ipiv returned by the factorization routine ?sytrf.

Input Parameters

uplo CHARACTER*1. Mustbe 'U" or 'L'.
Indicates how the input matrix 4 has been factored:

If uplo = 'u", the array a stores the upper triangular factor U of the
factorization 4 = PUDU'PT.

If uplo='L", the array a stores the lower triangular factor L of the
factorization 4 = PLDLTPT.

n INTEGER. The order of matrix A (n=0).
nrhs INTEGER. The number of right-hand sides (nrhs = 0).
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ipiv INTEGER. Array, DIMENSION at least max(1,n).
The ipiv array, as returned by ?sytrf.

a, b REAL for ssytrs
DOUBLE PRECISION for dsytrs
COMPLEX for csytrs
DOUBLE COMPLEX for zsytrs.
Arrays: a(1da,*), b(1db, *).
The array a contains the factor U or L (see uplo).
The array b contains the matrix B whose columns are the right-hand sides for
the system of equations.

The second dimension of a must be at least max(1,n), the second dimension of
b at least max(1,nrhs).

lda INTEGER. The first dimension of a; 1da = max(1, n).
1db INTEGER. The first dimension of b; 1db = max(1, n).

Output Parameters
b Overwritten by the solution matrix X.

info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
Application Notes

For each right-hand side b, the computed solution is the exact solution of a perturbed system of
equations (4 + E)x = b, where

|E| < c(n)e P|UIDI|U"|P” or |E|< c(n)e P|L||DI|L"| P
c(n) is a modest linear function of n, and € is the machine precision.

If x is the true solution, the computed solution x satisfies this error bound:

[ = %ol

Il

< c(n) cond(A, x)&

where cond(4,) = [| A~ 4] I [/ e < 47! 14 = ).
Note that cond(4,x) can be much smaller than K_,(4).

The total number of floating-point operations for one right-hand side vector is approximately 2n?
for real flavors or 8n” for complex flavors.
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To estimate the condition number x., (4), call ?sycon.
To refine the solution and estimate the error, call ?syrfs.

?hetrs

Solves a system of linear equations with a UDU- or
LDL-factored Hermitian matrix.

Syntax
call chetrs (uplo, n, nrhs, a, lda, ipiv, b, 1ldb,
call zhetrs (uplo, n, nrhs, a, lda, ipiv, b, 1db,

Description

info)

info)

This routine solves for X the system of linear equations AX = B with a Hermitian matrix 4, given

the Bunch-Kaufman factorization of 4:
ifuplo='u', A=PUDU"PT
ifuplo='1', A=PLDLPT

where P is a permutation matrix, U and L are upper and lower triangular matrices with unit
diagonal, and D is a symmetric block-diagonal matrix. The system is solved with multiple
right-hand sides stored in the columns of the matrix B. You must supply to this routine the factor U
(or L) and the array ipiv returned by the factorization routine ?hetrf.

Input Parameters

uplo CHARACTER+*1. Mustbe 'U' or 'L".

Indicates how the input matrix 4 has been factored:

If uplo = 'u", the array a stores the upper triangular factor U of the

factorization 4 = PUDUPT,

If uplo='L", the array a stores the lower triangular factor L of the

factorization 4 = PLDLYPT,
n INTEGER. The order of matrix 4 (n = 0).

nrhs

INTEGER. The number of right-hand sides (nrhs = 0).
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ipiv INTEGER. Array, DIMENSION at least max(1,n).
The ipiv array, as returned by ?hetrf.

a, b COMPLEX for chetrs.
DOUBLE COMPLEX for zhetrs.
Arrays: a(lda,*), b(1db, *).
The array a contains the factor U or L (see uplo).
The array b contains the matrix B whose columns are the right-hand sides for
the system of equations.

The second dimension of a must be at least max(1,n), the second dimension of
b at least max(1,nrhs).

lda INTEGER. The first dimension of a; 1da = max(1, n).
1db INTEGER. The first dimension of b; 1db = max(1, n).

Output Parameters
b Overwritten by the solution matrix X.
info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
Application Notes

For each right-hand side b, the computed solution is the exact solution of a perturbed system of
equations (4 + E)x = b, where

|El < c(n)e PIUDI|U7 P™ or |EI < c(n)e Plz/|D|L7 P
¢(n) is a modest linear function of n, and € is the machine precision.

If x is the true solution, the computed solution x satisfies this error bound:
[~ ..

Ixll.,

< c(n) cond(A, x)&

where cond(4,1) = || ]4”| ] oo/ 1l < 147"l Al = Fe(A).
Note that cond(4,x) can be much smaller than x_,(4).
The total number of floating-point operations for one right-hand side vector is approximately 8n2.

To estimate the condition number ¥, (4), call 2hecon.
To refine the solution and estimate the error, call ?herfs.
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?sptrs

Solves a system of linear equations with a UDU- or
LDL-factored symmetric matrix using packed storage.

Syntax

call ssptrs ( uplo, n, nrhs, ap, ipiv, b, 1db, info )
call dsptrs ( uplo, n, nrhs, ap, ipiv, b, 1db, info )
call csptrs ( uplo, n, nrhs, ap, ipiv, b, 1db, info )
call zsptrs ( uplo, n, nrhs, ap, ipiv, b, 1db, info )

Description

This routine solves for X the system of linear equations AX = B with a symmetric matrix 4, given
the Bunch-Kaufman factorization of 4:

ifuplo='u', A=PUDU'PT

ifuplo='1', A=PLDLTPT

where P is a permutation matrix, U and L are upper and lower packed triangular matrices with unit
diagonal, and D is a symmetric block-diagonal matrix. The system is solved with multiple
right-hand sides stored in the columns of the matrix B. You must supply the factor U (or L) and the
array ipiv returned by the factorization routine ?sptrf.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates how the input matrix 4 has been factored:

If uplo= 'U", the array ap stores the packed factor U of the factorization 4 =

PUDUTPT.
If uplo= 'L, the array ap stores the packed factor L of the factorization 4 =
PLDLTPT.

n INTEGER. The order of matrix 4 (n = 0).

nrhs INTEGER. The number of right-hand sides (nrhs = 0).

ipiv INTEGER. Array, DIMENSION at least max(1,n).

The ipiv array, as returned by ?sptrf.

ap, b REAL for ssptrs
DOUBLE PRECISION for dsptrs
COMPLEX for csptrs
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DOUBLE COMPLEX for zsptrs.

Arrays: ap (*), b(1db, *)

The dimension of ap must be at least max(1,n(n+1)/2).

The array ap contains the factor U or L, as specified by uplo, in packed
storage (see Matrix Storage Schemes).

The array b contains the matrix B whose columns are the right-hand sides for
the system of equations. The second dimension of b must be at least
max(l,nrhs).

1db INTEGER. The first dimension of b; 1db = max(1, n).

Output Parameters
b Overwritten by the solution matrix X.
info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
Application Notes

For each right-hand side b, the computed solution is the exact solution of a perturbed system of
equations (4 + E)x = b, where

|El < c(n)e PlU|D||UT P or |El < c(n)e PlLl|DI|L7] PT
¢(n) is a modest linear function of n, and € is the machine precision.

If x is the true solution, the computed solution x satisfies this error bound:

= ol

Il

< ¢(n) cond(A, x)&

where cond(4,0) = || 4™ [ ] [l / ¥l < 114"l Al = .4).

Note that cond(4,x) can be much smaller than K ,(4).

The total number of floating-point operations for one right-hand side vector is approximately 2n?

for real flavors or 8n” for complex flavors.

To estimate the condition number x., (4), call ?spcon.
To refine the solution and estimate the error, call ?sprfs.
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?hptrs

Solves a system of linear equations with a UDU- or
LDL-factored Hermitian matrix using packed storage.

Syntax
call chptrs ( uplo, n, nrhs, ap, ipiv, b, 1db, info )
call zhptrs ( uplo, n, nrhs, ap, ipiv, b, 1db, info )

Description

This routine solves for X the system of linear equations AX = B with a Hermitian matrix 4, given
the Bunch-Kaufman factorization of 4:

if uplo='u', A4=PUDU"PT

ifuplo='1', A=PLDLPT

where P is a permutation matrix, U and L are upper and lower packed triangular matrices with unit

diagonal, and D is a symmetric block-diagonal matrix. The system is solved with multiple
right-hand sides stored in the columns of the matrix B.

You must supply to this routine the arrays ap (containing U or L) and ipiv in the form returned
by the factorization routine ?hptrf.

Input Parameters

uplo CHARACTER*1. Mustbe 'U" or 'L'.
Indicates how the input matrix 4 has been factored:

If uplo= 'u", the array ap stores the packed factor U of the factorization 4 =

PUDUPT.
If uplo='L", the array ap stores the packed factor L of the factorization 4 =
PLDLHPT.

n INTEGER. The order of matrix 4 (n = 0).

nrhs INTEGER. The number of right-hand sides (nrhs = 0).

ipiv INTEGER. Array, DIMENSION at least max(1,n).

The ipiv array, as returned by ?hptrf.

ap, b COMPLEX for chptrs.
DOUBLE COMPLEX for zhptrs.
Arrays: ap (*), b(1db, *)
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The dimension of ap must be at least max(1,n(n+1)/2).
The array ap contains the factor U or L, as specified by uplo, in packed
storage (see Matrix Storage Schemes).

The array b contains the matrix B whose columns are the right-hand sides for
the system of equations. The second dimension of b must be at least
max(l,nrhs).

1db INTEGER. The first dimension of b; 1db = max(1, n).

Output Parameters

b Overwritten by the solution matrix X.

info INTEGER. If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

For each right-hand side b, the computed solution is the exact solution of a perturbed system of
equations (4 + E)x = b, where

|El < c(n)e PIUDI|U7| P™ or |El < c(n)e PlL)|D|L7 P
¢(n) is a modest linear function of n, and € is the machine precision.

If x is the true solution, the computed solution x satisfies this error bound:

| = %ol

————— < c(n) cond(A, x)&
Il

where cond(4x) = || 14”41 i [/ ¥l < 14l [ = ).

Note that cond(4,x) can be much smaller than x(4).

The total number of floating-point operations for one right-hand side vector is approximately 8n?

for complex flavors.

To estimate the condition number x, (4), call hpcon.
To refine the solution and estimate the error, call ?hprfs.
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?trtrs

Solves a system of linear equations with a triangular
matrix, with multiple right-hand sides.

Syntax
call strtrs (uplo, trans,diag,n,nrhs,a,lda,b,ldb,info)

call ctrtrs

(

call dtrtrs (uplo, trans,diag,n,nrhs,a,lda,b,1db,info)
(uplo, trans,diag,n,nrhs,a,lda,b,1db, info)
(

call ztrtrs (uplo, trans,diag,n,nrhs,a,lda,b,1db,info)

Description

This routine solves for X the following systems of linear equations with a triangular matrix 4, with
multiple right-hand sides stored in B:

AX=B if trans="N",
ATx=B if trans="'T",
A"x =B if trans="C" (for complex matrices only).

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates whether 4 is upper or lower triangular:
If uplo='uU", then 4 is upper triangular.
If uplo='L", then 4 is lower triangular.

trans CHARACTER*1. Mustbe 'N' or 'T' or 'C".
If trans= 'N"', then AX = B is solved for X.
If trans='T', then AX = B is solved for X.
If trans = 'C', then 47X = B is solved for X.
diag CHARACTER*1. Mustbe 'N' or 'U".

If diag= 'N", then 4 is not a unit triangular matrix.
If diag= 'U", then A4 is unit triangular: diagonal elements of 4 are assumed to
be 1 and not referenced in the array a.

n INTEGER. The order of A4; the number of rows in B (n = 0).
nrhs INTEGER. The number of right-hand sides (nrhs = 0).
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a, b REAL for strtrs
DOUBLE PRECISION for dtrtrs
COMPLEX for ctrtrs
DOUBLE COMPLEX for ztrtrs.
Arrays: a(lda,*), b(1db, *).

The array a contains the matrix 4.
The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

The second dimension of a must be at least max(1,n), the second dimension of
b at least max(1,nrhs).

lda INTEGER. The first dimension of a; 1da = max(1, n).

1db INTEGER. The first dimension of b; 1db = max(1, n).

Output Parameters
b Overwritten by the solution matrix X.
info INTEGER. If info=0, the execution is successful.

If info= -1, the ith parameter had an illegal value.

Application Notes

For each right-hand side b, the computed solution is the exact solution of a perturbed system of
equations (4 + E)x = b where

|El < c(n)e |A]
c(n) is a modest linear function of n, and € is the machine precision.

If x is the true solution, the computed solution x satisfies this error bound:

[~ %ol

lxll.,

< c(n) cond(A, x)é&, provided c(n) cond(A, x)e< 1

where cond(4,) = || |4~ J4] b [l / el < 47!l Ml = o).

Note that cond(4,x) can be much smaller than «..(4); the condition number of A” and 4" might or
might not be equal to K.(4).

The approximate number of floating-point operations for one right-hand side vector b is n? for real
flavors and 4n? for complex flavors.
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To estimate the condition number x., (4), call 2trcon.
To estimate the error in the solution, call ?trrfs.

?tptrs

Solves a system of linear equations with a packed
triangular matrix, with multiple right-hand sides.

Syntax

call stptrs (uplo, trans, diag, n, nrhs, ap, b, 1db, info)
call dtptrs (uplo, trans, diag, n, nrhs, ap, b, 1ldb, info)
call ctptrs (uplo, trans, diag, n, nrhs, ap, b, 1ldb, info)
call ztptrs (uplo, trans, diag, n, nrhs, ap, b, 1ldb, info)

Description

This routine solves for X the following systems of linear equations with a packed triangular matrix
A, with multiple right-hand sides stored in B:

AX=B if trans="N",
ATx=B if trans="'T",
A%x =B if trans="¢C" (for complex matrices only).

Input Parameters

uplo CHARACTER*1. Mustbe 'U" or 'L'.
Indicates whether 4 is upper or lower triangular:

If uplo='u", then 4 is upper triangular.

If uplo='L", then 4 is lower triangular.
trans CHARACTER*1. Mustbe 'N' or 'T' or 'C".

If trans= 'N"', then AX = B is solved for X.

If trans= 'T', then ATX = B is solved for X.

If trans='C', then AMX = B is solved for X.
diag CHARACTER*1. Mustbe 'N' or 'U"'.

If diag= 'N", then 4 is not a unit triangular matrix.

If diag= 'U"', then 4 is unit triangular: diagonal elements are assumed to be 1
and not referenced in the array ap.
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n INTEGER. The order of 4; the number of rows in B (n 2> 0).
nrhs INTEGER. The number of right-hand sides (nrhs = 0).
ap, b REAL for stptrs

DOUBLE PRECISION for dtptrs

COMPLEX for ctptrs

DOUBLE COMPLEX for ztptrs.

Arrays: ap (*), b(1db, *)

The dimension of ap must be at least max(1,n(n+1)/2).
The array ap contains the matrix 4 in packed storage
(see Matrix Storage Schemes).

The array b contains the matrix B whose columns are the right-hand sides for
the system of equations. The second dimension of b must be at least
max(1,nrhs).

1db INTEGER. The first dimension of b; 1db = max(1, n).

Output Parameters
b Overwritten by the solution matrix X.
info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
Application Notes

For each right-hand side b, the computed solution is the exact solution of a perturbed system of
equations (4 + E)x = b where

|E| < c(n)e |A]
¢(n) is a modest linear function of n, and € is the machine precision.

If x is the true solution, the computed solution x satisfies this error bound:

[ = %ol

Il

< c(n) cond(A, x)&, provided c(n) cond(A, x)e< 1

where cond(4, ) = || A |l o/ [l < 47 [l 4] = ()

Note that cond(4, x) can be much smaller than ..(4); the condition number of 47 and 4" might or
might not be equal to K. (4).
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The approximate number of floating-point operations for one right-hand side vector b is n” for real
flavors and 4n? for complex flavors.

To estimate the condition number ¥, (4), call ?tpcon.
To estimate the error in the solution, call ?tprfs.

?tbtrs

Solves a system of linear equations with a band
triangular matrix, with multiple right-hand sides.

Syntax

call stbtrs (uplo, trans, diag, n, kd, nrhs, ab, ldab, b, 1db, info)
call dtbtrs (uplo, trans, diag, n, kd, nrhs, ab, ldab, b, 1ldb, info)
call ctbtrs (uplo, trans, diag, n, kd, nrhs, ab, ldab, b, 1db, info)
call ztbtrs (uplo, trans, diag, n, kd, nrhs, ab, ldab, b, 1ldb, info)

Description

This routine solves for X the following systems of linear equations with a band triangular matrix 4,
with multiple right-hand sides stored in B:

AX=B if trans="N",
ATx=B if trans="T",
Alx =B if trans="¢C" (for complex matrices only).

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates whether 4 is upper or lower triangular:

If uplo='uU", then 4 is upper triangular.
If uplo='L", then 4 is lower triangular.

trans CHARACTER*1. Mustbe 'N' or 'T' or 'C".

If trans= 'N"', then AX = B is solved for X.

If trans='T', then ATX = B is solved for X.

If trans='C', then AMX = B is solved for X.
diag CHARACTER*1. Mustbe 'N' or 'U".

If diag= 'N", then 4 is not a unit triangular matrix.
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If diag= 'U"', then 4 is unit triangular: diagonal elements are assumed to be 1
and not referenced in the array ab.

n INTEGER. The order of 4; the number of rows in B (n = 0).

kd INTEGER. The number of super-diagonals or sub-diagonals in the matrix 4
(kd = 0).

nrhs INTEGER. The number of right-hand sides (nrhs = 0).

ab, b REAL for stbtrs

DOUBLE PRECISION for dtbtrs
COMPLEX for ctbtrs

DOUBLE COMPLEX for ztbtrs.
Arrays: ab(1dab, *), b(1db, *).

The array ab contains the matrix 4 in band storage form.

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

The second dimension of ab must be at least max(1, n),
the second dimension of b at least max(1,nrhs).

ldab INTEGER. The first dimension of ab; 1dab > kd+ 1.

1db INTEGER. The first dimension of b; 1db = max(1, n).

Output Parameters
b Overwritten by the solution matrix X.
info INTEGER. If info=0, the execution is successful.

If info = -1, the ith parameter had an illegal value.

Application Notes
For each right-hand side b, the computed solution is the exact solution of a perturbed system of
equations (4 + E)x = b where

Bl < c(n)e Al

¢(n) is a modest linear function of n, and € is the machine precision.
If x is the true solution, the computed solution x satisfies this error bound:

[ = %ol

W < c(n) cond(A, x)&, provided c(n) cond(A, x)e< 1
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where cond(d, ) = || A |l lo / dllo < 47 [l 4] = )

Note that cond(4, x) can be much smaller than ..(4); the condition number of 47 and 4" might or
might not be equal to K. (4).

The approximate number of floating-point operations for one right-hand side vector b is 2n* kd
for real flavors and 8n* kd for complex flavors.

To estimate the condition number x,, (4), call ?tbcon.
To estimate the error in the solution, call ?tbrfs.

Routines for Estimating the Condition Number

This section describes the LAPACK routines for estimating the condition number of a matrix. The
condition number is used for analyzing the errors in the solution of a system of linear equations
(see Error Analysis). Since the condition number may be arbitrarily large when the matrix is
nearly singular, the routines actually compute the reciprocal condition number.

?gecon

Estimates the reciprocal of the condition number of a
general matrix in either the 1-norm or the
infinity-norm.

Syntax

call sgecon ( norm, n, a, lda, anorm, rcond, work, iwork, info )
call dgecon ( norm, n, a, lda, anorm, rcond, work, iwork, info )
call cgecon ( norm, n, a, lda, anorm, rcond, work, rwork, info )

call zgecon ( norm, n, a, lda, anorm, rcond, work, rwork, info )

Description

This routine estimates the reciprocal of the condition number of a general matrix 4 in either the
1-norm or infinity-norm:

K1 (A) = (A1 A7l = Keol(AT) = K(A7)
Koo () = [|]|oo 47 loo = %1 (A7) = 5, (A7) .

Before calling this routine:
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* compute anorm (either [|4|]; = max; X;|a;| or |||, = max; X, |a;])
® call 2getrf to compute the LU factorization of 4.

Input Parameters

norm CHARACTER*1. Mustbe '1' or 'O' or 'I"'.
If norm='1" or '0', then the routine estimates K;(4).
If norm= "1, then the routine estimates K, (4).

n INTEGER. The order of the matrix 4 (n = 0).

a, work REAL for sgecon
DOUBLE PRECISION for dgecon
COMPLEX for cgecon
DOUBLE COMPLEX for zgecon.
Arrays: a(1da, *), work (*).

The array a contains the LU-factored matrix 4, as returned by ?getrt.
The second dimension of a must be at least max(1,n).
The array work is a workspace for the routine.

The dimension of work must be at least max(1, 4*n) for real flavors and
max(1, 2*n) for complex flavors.

anorm REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
The norm of the original matrix A (see Description).

lda INTEGER. The first dimension of a; 1da = max(1, n).

iwork INTEGER.
Workspace array, DIMENSION at least max(1, n).

rwork REAL for cgecon
DOUBLE PRECISION for zgecon
Workspace array, DIMENSION at least max(1, 2*n).

Output Parameters

rcond REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
An estimate of the reciprocal of the condition number. The routine sets rcond
=0 if the estimate underflows; in this case the matrix is singular (to working
precision). However, anytime rcond is small compared to 1.0,
for the working precision, the matrix may be poorly conditioned or even
singular.
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info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The computed rcond is never less than p (the reciprocal of the true condition number) and in
practice is nearly always less than 10p. A call to this routine involves solving a number of systems
of linear equations Ax = b or A"x = b; the number is usually 4 or 5 and never more than 11. Each
solution requires approximately 2n® floating-point operations for real flavors and 8 for complex
flavors.

?gbcon

Estimates the reciprocal of the condition number of a
band matrix in either the 1-norm or the infinity-norm.

call
call
call
call

Syntax
sgbcon (norm, n, k1, ku, ab, ldab, ipiv, anorm, rcond, work, iwork, info)
dgbcon (norm, n, k1, ku, ab, ldab, ipiv, anorm, rcond, work, iwork, info)
cgbcon (norm, n, k1, ku, ab, ldab, ipiv, anorm, rcond, work, rwork, info)
zgbcon (norm, n, k1, ku, ab, ldab, ipiv, anorm, rcond, work, rwork, info)

Description

This routine estimates the reciprocal of the condition number of a general band matrix 4 in either
the 1-norm or infinity-norm:
K1 (A) = [[4]|y 47| = Keo(AT) = Ko (A7)
Koo () = Ales (147 |oo = 11 (47) = 1, (4.
Before calling this routine:
* compute anorm (either ||4||; = max; X; |a;] or ||4]|., = max; X, |a;])

® call 2gbtrf to compute the LU factorization of 4.

Input Parameters
norm CHARACTER*1. Mustbe '1' or 'O' or 'I'.

If norm='1" or '0', then the routine estimates «;(4).
If norm= "1, then the routine estimates K, (A4).
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k1

ldab

ipiv

ab, work

anorm

iwork

rwork

INTEGER. The order of the matrix 4 (n = 0).
INTEGER. The number of sub-diagonals within the band of 4 (k1 = 0).
INTEGER. The number of super-diagonals within the band of 4 (ku = 0).

INTEGER. The first dimension of the array ab.
(1dab >2k1+ ku+1).

INTEGER. Array, DIMENSION at least max(1,n).
The ipiv array, as returned by ?gbtrf.

REAL for sgbcon

DOUBLE PRECISION for dgbcon
COMPLEX for cgbcon

DOUBLE COMPLEX for zgbcon.

Arrays: ab(1dab, *), work (*).

The array ab contains the factored band matrix A4,
as returned by ?gbtrf.

The second dimension of ab must be at least max(1,n).
The array work is a workspace for the routine.

The dimension of work must be at least max(1, 3*n) for real flavors and
max(1, 2*n) for complex flavors.

REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
The norm of the original matrix A (see Description).

INTEGER.
Workspace array, DIMENSION at least max(1, n).

REAL for cgbcon
DOUBLE PRECISION for zgbcon
Workspace array, DIMENSION at least max(1, 2*n).

Output Parameters

rcond

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

An estimate of the reciprocal of the condition number. The routine sets rcond
=0 if the estimate underflows; in this case the matrix is singular (to working
precision). However, anytime rcond is small compared to 1.0,

for the working precision, the matrix may be poorly conditioned or even
singular.
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info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The computed rcond is never less than p (the reciprocal of the true condition number) and in
practice is nearly always less than 10p. A call to this routine involves solving a number of systems
of linear equations Ax = b or A"x = b; the number is usually 4 or 5 and never more than 11. Each
solution requires approximately 2n(ku + 2k1) floating-point operations for real flavors and 8n(ku
+ 2k1) for complex flavors.

?gtcon

Estimates the reciprocal of the condition number of a
tridiagonal matrix using the factorization computed by

?gttrf.

Syntax
call sgtcon ( norm, n, dl, d, du, du2, ipiv, anorm, rcond, work, iwork, info )
call dgtcon ( norm, n, dl, d, du, du2, ipiv, anorm, rcond, work, iwork, info )
call cgtcon ( norm, n, dl, d, du, du2, ipiv, anorm, rcond, work, info )
call zgtcon ( norm, n, dl, d, du, du2, ipiv, anorm, rcond, work, info )

Description
This routine estimates the reciprocal of the condition number of a real or complex tridiagonal
matrix 4 in either the 1-norm or infinity-norm:

1) = 4] 147

Koo (A) = [[4]lo |47l

An estimate is obtained for ||47!||, and the reciprocal of the condition number is computed as
rcond=1/(||4|| |I47|)-

Before calling this routine:

* compute anorm (either [|4|]; = max; X;|a;| or |||, = max; X, |a;])
® call 2gttrf to compute the LU factorization of 4.
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Input Parameters

norm

n
dl,d,du,duZz

ipiv

anorm

work

iwork

CHARACTER*1. Mustbe '1' or 'O' or 'I".

If norm='1" or '0', then the routine estimates «;(4).

If norm= "1, then the routine estimates K, (4).

INTEGER. The order of the matrix 4 (n = 0).

REAL for sgtcon

DOUBLE PRECISION for dgtcon

COMPLEX for cgtcon

DOUBLE COMPLEX for zgtcon.

Arrays: dl(n-1),d(n),du(n-1),du2(n-2).

The array d1 contains the (z - 1) multipliers that define the matrix L from the
LU factorization of A as computed by ?gttrf.

The array d contains the n diagonal elements of the upper triangular matrix U
from the LU factorization of 4.

The array du contains the (n- 1) elements of the first super-diagonal of U.
The array du2 contains the (n - 2) elements of the second super-diagonal of
U.

INTEGER.
Array, DIMENSION (n).
The array of pivot indices, as returned by ?gttrf.

REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
The norm of the original matrix A (see Description).

REAL for sgtcon

DOUBLE PRECISION for dgtcon
COMPLEX for cgtcon

DOUBLE COMPLEX for zgtcon.
Workspace array, DIMENSION (2*n).

INTEGER.
Workspace array, DIMENSION (n).
Used for real flavors only.

Output Parameters

rcond

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

An estimate of the reciprocal of the condition number. The routine sets rcond
=0 if the estimate underflows; in this case the matrix is singular (to working
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precision). However, anytime rcond is small compared to 1.0,
for the working precision, the matrix may be poorly conditioned or even
singular.
info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The computed rcond is never less than p (the reciprocal of the true condition number) and in
practice is nearly always less than 10p. A call

to this routine involves solving a number of systems of linear equations

Ax = b; the number is usually 4 or 5 and never more than 11. Each solution requires approximately
2n? floating-point operations for real flavors and 8n? for complex flavors.

?pocon

Estimates the reciprocal of the condition number of a
symmetric (Hermitian) positive-definite matrix.

Syntax
call spocon uplo, n, a, lda, anorm, rcond, work, iwork, info )
call dpocon uplo, n, a, lda, anorm, rcond, work, iwork, info )

call cpocon uplo, n, a, lda, anorm, rcond, work, rwork, info )

—~ o~ o~ o~

call zpocon uplo, n, a, lda, anorm, rcond, work, rwork, info )

Description

This routine estimates the reciprocal of the condition number of a symmetric (Hermitian)
positive-definite matrix A:
K1 (A4) =||4||; |47"||; (since 4 is symmetric or Hermitian, K,.(4) = i;(4)).
Before calling this routine:
* compute anorm (either [|4||; = max; X;|a;| or ||]|., = max; X, |a;])
® call ?potrf to compute the Cholesky factorization of 4.
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Input Parameters

uplo

a, work

lda

anorm

iwork

rwork

CHARACTER+*1. Mustbe 'U' or 'L'.
Indicates how the input matrix 4 has been factored:

If uplo='u", the array a stores the upper triangular factor U of the
factorization 4 = U"U.

If uplo= 'L, the array a stores the lower triangular factor L of the
factorization 4 = LL".

INTEGER. The order of the matrix 4 (n = 0).

REAL for spocon

DOUBLE PRECISION for dpocon
COMPLEX for cpocon

DOUBLE COMPLEX for zpocon.
Arrays: a(1da, *), work (*).

The array a contains the factored matrix A4, as returned by ?potrf.
The second dimension of a must be at least max(1,n).
The array work is a workspace for the routine.

The dimension of work must be at least max(1, 3*n) for real flavors and
max(1, 2*n) for complex flavors.

INTEGER. The first dimension of a; 1da = max(1, n).

REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
The norm of the original matrix A (see Description).

INTEGER.
Workspace array, DIMENSION at least max(1, n).

REAL for cpocon
DOUBLE PRECISION for zpocon
Workspace array, DIMENSION at least max(1, n).

Output Parameters

rcond

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

An estimate of the reciprocal of the condition number. The routine sets rcond
=0 if the estimate underflows; in this case the matrix is singular (to working
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precision). However, anytime rcond is small compared to 1.0,
for the working precision, the matrix may be poorly conditioned or even
singular.
info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The computed rcond is never less than p (the reciprocal of the true condition number) and in
practice is nearly always less than 10p. A call

to this routine involves solving a number of systems of linear equations

Ax = b; the number is usually 4 or 5 and never more than 11. Each solution requires approximately
2n? floating-point operations for real flavors and 8n? for complex flavors.

?ppcon

Estimates the reciprocal of the condition number of a
packed symmetric (Hermitian) positive-definite matrix.

Syntax
call sppcon uplo, n, ap, anorm, rcond, work, iwork, info
call dppcon uplo, n, ap, anorm, rcond, work, iwork, info

call cppcon uplo, n, ap, anorm, rcond, work, rwork, info

—~ o~ o~ o~
—_ — = o~

call zppcon uplo, n, ap, anorm, rcond, work, rwork, info

Description

This routine estimates the reciprocal of the condition number of a packed symmetric (Hermitian)
positive-definite matrix A:
K1 (A4) =||4||; |47"||; (since 4 is symmetric or Hermitian, K,.(4) = i;(4)).
Before calling this routine:
* compute anorm (either [|4||; = max; X;|a;| or ||]|., = max; X, |a;])
¢ call ?pptrf to compute the Cholesky factorization of 4.
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Input Parameters

uplo

n

ap, work

anorm

iwork

rwork

CHARACTER+*1. Mustbe 'U' or 'L'.
Indicates how the input matrix 4 has been factored:

If uplo='u", the array ap stores the upper triangular factor U of the
factorization 4 = U"U.

If uplo= 'L, the array ap stores the lower triangular factor L of the
factorization 4 = LL".

INTEGER. The order of the matrix 4 (n = 0).

REAL for sppcon

DOUBLE PRECISION for dppcon
COMPLEX for cppcon

DOUBLE COMPLEX for zppcon.
Arrays: ap (*), work (*).

The array ap contains the packed factored matrix 4, as returned by ?pptrf.
The dimension of ap must be at least max(1,n(nt+1)/2).
The array work is a workspace for the routine.

The dimension of work must be at least max(1, 3*n) for real flavors and
max(1, 2*n) for complex flavors.

REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
The norm of the original matrix A (see Description).

INTEGER.
Workspace array, DIMENSION at least max(1, n).

REAL for cppcon
DOUBLE PRECISION for zppcon
Workspace array, DIMENSION at least max(1, n).

Output Parameters

rcond

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

An estimate of the reciprocal of the condition number. The routine sets rcond
=0 if the estimate underflows; in this case the matrix is singular (to working
precision). However, anytime rcond is small compared to 1.0,

for the working precision, the matrix may be poorly conditioned or even
singular.
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info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The computed rcond is never less than p (the reciprocal of the true condition number) and in
practice is nearly always less than 10p. A call

to this routine involves solving a number of systems of linear equations

Ax = b; the number is usually 4 or 5 and never more than 11. Each solution requires approximately
2n? floating-point operations for real flavors and 8n? for complex flavors.

?pbcon

Estimates the reciprocal of the condition number of a
symmetric (Hermitian) positive-definite band matrix.

Syntax

call spbcon (uplo, n, kd, ab, ldab, anorm, rcond, work, iwork, info)
call dpbcon (uplo, n, kd, ab, ldab, anorm, rcond, work, iwork, info)
call cpbcon (uplo, n, kd, ab, ldab, anorm, rcond, work, rwork, info)
call zpbcon (uplo, n, kd, ab, ldab, anorm, rcond, work, rwork, info)

Description

This routine estimates the reciprocal of the condition number of a symmetric (Hermitian)
positive-definite band matrix 4:
Ki1(A4) =||4||; |47"||; (since 4 is symmetric or Hermitian, .., (4) = k;(4)).
Before calling this routine:
* compute anorm (either ||4||; = max; X; |a;] or ||4]|., = max; X, |a;])
¢ call ?pbtrf to compute the Cholesky factorization of 4.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L'.
Indicates how the input matrix 4 has been factored:
If uplo='uU", the array ab stores the upper triangular factor U of the
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Cholesky factorization 4 = U"U.
If uplo='L", the array ab stores the lower triangular factor L of the
factorization 4 = LL".

n INTEGER. The order of the matrix 4 (n = 0).

kd INTEGER. The number of super-diagonals or sub-diagonals in the matrix A4
(kd = 0).

ldab INTEGER. The first dimension of the array ab.
(1dab > kd +1).

ab, work REAL for spbcon

DOUBLE PRECISION for dpbcon
COMPLEX for cpbcon
DOUBLE COMPLEX for zpbcon.

Arrays: ab(1dab, *), work (*).

The array ab contains the factored matrix 4 in band form, as returned by
?pbtrf.

The second dimension of ab must be at least max(1, n),

The array work is a workspace for the routine.

The dimension of work must be at least max(1, 3*n) for real flavors and
max(1, 2*n) for complex flavors.

anorm REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
The norm of the original matrix A (see Description).

iwork INTEGER.
Workspace array, DIMENSION at least max(1, n).

rwork REAL for cpbcon
DOUBLE PRECISION for zpbcon.
Workspace array, DIMENSION at least max(1, n).

Output Parameters

rcond REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
An estimate of the reciprocal of the condition number. The routine sets rcond
=0 if the estimate underflows; in this case the matrix is singular (to working
precision). However, anytime rcond is small compared to 1.0,
for the working precision, the matrix may be poorly conditioned or even
singular.
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info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The computed rcond is never less than p (the reciprocal of the true condition number) and in
practice is nearly always less than 10p. A call

to this routine involves solving a number of systems of linear equations

Ax = b; the number is usually 4 or 5 and never more than 11. Each solution requires approximately
4n(kd + 1) floating-point operations for real flavors and 16n(kd + 1) for complex flavors.

?ptcon

Estimates the reciprocal of the condition number of a
symmetric (Hermitian) positive-definite tridiagonal
matrix.

Syntax

call sptcon (n, d, e, anorm, rcond, work, info)
call dptcon (n, d, e, anorm, rcond, work, info)
call cptcon (n, d, e, anorm, rcond, work, info)
call zptcon (n, d, e, anorm, rcond, work, info)

Description

This routine computes the reciprocal of the condition number (in the 1-norm) of a real symmetric
or complex Hermitian positive-definite tridiagonal matrix using the factorization 4 = LDL" or A4
= UHDUcomputed by ?pttrf:

Ki1(A4) = ||4||; |47"||; (since 4 is symmetric or Hermitian, k.., (4) = k;(4)).
The norm ||47!|| is computed by a direct method, and the reciprocal of the condition number is
computed as rcond=1/(||4|| |47
Before calling this routine:

* compute anorm as ||4||; = max; X;|a;

® call ?pttrf to compute the factorization of 4.
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Input Parameters

n
d, work

anorm

INTEGER. The order of the matrix 4 (n = 0).

REAL for single precision flavors

DOUBLE PRECISION for double precision flavors.

Arrays, dimension (n).

The array d contains the n diagonal elements of the diagonal matrix D from the
factorization of 4, as computed by ?pttrf ;

work is a workspace array.

REAL for sptcon

DOUBLE PRECISION for dptcon

COMPLEX for cptcon

DOUBLE COMPLEX for zptcon.

Array, DIMENSION (n-1).

Contains off-diagonal elements of the unit bidiagonal factor U or L from the
factorization computed by ?pttrf .

REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
The 1- norm of the original matrix A (see Description).

Output Parameters

rcond

info

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

An estimate of the reciprocal of the condition number. The routine sets rcond
=0 if the estimate underflows; in this case the matrix is singular (to working
precision). However, anytime rcond is small compared to 1.0,

for the working precision, the matrix may be poorly conditioned or even
singular.

INTEGER.

If info =0, the execution is successful.

If info= -1, the ith parameter had an illegal value.

Application Notes

The computed rcond is never less than p (the reciprocal of the true condition number) and in
practice is nearly always less than 10p. A call

to this routine involves solving a number of systems of linear equations

Ax = b; the number is usually 4 or 5 and never more than 11. Each solution requires approximately
4n(kd + 1) floating-point operations for real flavors and 16n(kd + 1) for complex flavors.
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?sycon

Estimates the reciprocal of the condition number of a
symmetric matrix.

Syntax

call ssycon (uplo, n, a, lda, ipiv, anorm, rcond, work, iwork, info)

uplo, n, a, lda, ipiv, anorm, rcond, work, rwork, info)

(

call dsycon (uplo, n, a, lda, ipiv, anorm, rcond, work, iwork, info)
call csycon (
(

call zsycon (uplo, n, a, lda, ipiv, anorm, rcond, work, rwork, info)

Description

This routine estimates the reciprocal of the condition number of a symmetric matrix 4:
Ki1(A4) =||4||; |47"]|; (since 4 is symmetric, K..,(4) = k;(4)).

Before calling this routine:
* compute anorm (either ||4||, = max; 2; |a;] or ||4]|., = max; 2, |a;])
® call ?sytrf to compute the factorization of 4.

Input Parameters

uplo CHARACTER*1. Mustbe 'U" or 'L'.
Indicates how the input matrix 4 has been factored:
If uplo='u", the array a stores the upper triangular factor U of the
factorization 4 = PUDU'PT.
If uplo= 'L, the array a stores the lower triangular factor L of the
factorization 4 = PLDLTPT.

n INTEGER. The order of matrix 4 (n = 0).

a, work REAL for ssycon
DOUBLE PRECISION for dsycon
COMPLEX for csycon
DOUBLE COMPLEX for zsycon.
Arrays: a(1da, *), work (*).

The array a contains the factored matrix A4, as returned by ?sytrf.
The second dimension of a must be at least max(1,n).

The array work is a workspace for the routine.
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lda

ipiv

anorm

iwork

rwork

The dimension of work must be at least max(1, 2*n).
INTEGER. The first dimension of a; 1da = max(1, n).

INTEGER. Array, DIMENSION at least max(1,n).
The array ipiv, as returned by ?sytrf.

REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
The norm of the original matrix A (see Description).

INTEGER.
Workspace array, DIMENSION at least max(1, n).

REAL for csycon
DOUBLE PRECISION for zsycon.
Workspace array, DIMENSION at least max(1, n).

Output Parameters

rcond

info

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

An estimate of the reciprocal of the condition number. The routine sets rcond
=0 if the estimate underflows; in this case the matrix is singular (to working
precision). However, anytime rcond is small compared to 1.0,

for the working precision, the matrix may be poorly conditioned or even
singular.

INTEGER.
If info =0, the execution is successful.
If info = -1, the ith parameter had an illegal value.

Application Notes

The computed rcond is never less than p (the reciprocal of the true condition number) and in
practice is nearly always less than 10p. A call

to this routine involves solving a number of systems of linear equations

Ax = b; the number is usually 4 or 5 and never more than 11. Each solution requires approximately
2n? floating-point operations for real flavors and 8z for complex flavors.
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?hecon

Estimates the reciprocal of the condition number of a
Hermitian matrix.

Syntax
call checon (uplo, n, a, lda, ipiv, anorm, rcond, work, rwork, info)

call zhecon (uplo, n, a, lda, ipiv, anorm, rcond, work, rwork, info)

Description
This routine estimates the reciprocal of the condition number of a Hermitian matrix 4:
Ki(A) =||4||; ||47Y|; (since 4 is Hermitian, K.(4) = K,(4)).

Before calling this routine:
* compute anorm (either [|4|]; = max; X;|a;| or ||]|., = max; X, |a;])
® call ?hetrf to compute the factorization of 4.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates how the input matrix 4 has been factored:

If uplo='u", the array a stores the upper triangular factor U of the
factorization 4 = PUDUPT.

If uplo= 'L, the array a stores the lower triangular factor L of the
factorization 4 = PLDL"PT.

n INTEGER. The order of matrix A (n=0).

a, work COMPLEX for checon
DOUBLE COMPLEX for zhecon.
Arrays: a(1da, *), work (*).

The array a contains the factored matrix 4, as returned by ?hetrf.
The second dimension of a must be at least max(1,n).

The array work is a workspace for the routine.
The dimension of work must be at least max(1, 2*n).

lda INTEGER. The first dimension of a; 1da = max(1, n).
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ipiv

anorm

rwork

INTEGER. Array, DIMENSION at least max(1,n).
The array ipiv, as returned by ?hetrf.

REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
The norm of the original matrix A (see Discussion).

REAL for checon
DOUBLE PRECISION for zhecon
Workspace array, DIMENSION at least max(1, n).

Output Parameters

rcond

info

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

An estimate of the reciprocal of the condition number. The routine sets rcond
=0 if the estimate underflows; in this case the matrix is singular (to working
precision). However, anytime rcond is small compared to 1.0,

for the working precision, the matrix may be poorly conditioned or even
singular.

INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The computed rcond is never less than p (the reciprocal of the true condition number) and in
practice is nearly always less than 10p. A call

to this routine involves solving a number of systems of linear equations

Ax = b; the number is usually 5 and never more than 11. Each solution requires approximately 8n”
floating-point operations.

?spcon

Estimates the reciprocal of the condition number of a

packed symmetric matrix.
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Syntax

call sspcon

( uplo, n, ap, ipiv, anorm, rcond, work, iwork, info )
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call dspcon ( uplo, n, ap, ipiv, anorm, rcond, work, iwork, info )
call cspcon ( uplo, n, ap, ipiv, anorm, rcond, work, rwork, info )

call zspcon ( uplo, n, ap, ipiv, anorm, rcond, work, rwork, info )

Description

This routine estimates the reciprocal of the condition number of a packed symmetric matrix 4:
Ki(A) = ||4||; ||47Y]|; (since 4 is symmetric, K.(4) = K;(4)).

Before calling this routine:
* compute anorm (either ||4||; = max; %; |a;] or ||4]|., = max; X, |a;])
® call ?sptrf to compute the factorization of 4.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates how the input matrix 4 has been factored:
If uplo='uU", the array ap stores the packed upper triangular factor U of the
factorization 4 = PUDU'PT.
If uplo= 'L, the array ap stores the packed lower triangular factor L of the
factorization 4 = PLDLTPT.

n INTEGER. The order of matrix A (n=0).

ap, work REAL for sspcon
DOUBLE PRECISION for dspcon
COMPLEX for cspcon
DOUBLE COMPLEX for zspcon.
Arrays: ap (*), work (*).

The array ap contains the packed factored matrix 4, as returned by ?sptrf.
The dimension of ap must be at least max(1,n(n+1)/2).

The array work is a workspace for the routine.
The dimension of work must be at least max(1, 2*n).

ipiv INTEGER. Array, DIMENSION at least max(1,n).
The array ipiv, as returned by ?sptrf.

anorm REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
The norm of the original matrix A (see Discussion).
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iwork

rwork

INTEGER.
Workspace array, DIMENSION at least max(1, n).

REAL for cspcon
DOUBLE PRECISION for zspcon
Workspace array, DIMENSION at least max(1, n).

Output Parameters

rcond

info

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

An estimate of the reciprocal of the condition number. The routine sets rcond
=0 if the estimate underflows; in this case the matrix is singular (to working
precision). However, anytime rcond is small compared to 1.0,

for the working precision, the matrix may be poorly conditioned or even
singular.

INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The computed rcond is never less than p (the reciprocal of the true condition number) and in
practice is nearly always less than 10p. A call

to this routine involves solving a number of systems of linear equations

Ax = b; the number is usually 4 or 5 and never more than 11. Each solution requires approximately
2n? floating-point operations for real flavors and 8n? for complex flavors.

?hpcon

Estimates the reciprocal of the condition number of a

packed Hermitian matrix.
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Syntax
call chpcon

call zhpcon

(
(

uplo, n, ap, ipiv, anorm, rcond, work, rwork, info )

uplo, n, ap, ipiv, anorm, rcond, work, rwork, info )
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Description

This routine estimates the reciprocal of the condition number of a Hermitian matrix 4:
Ki1(A4) =||4||; ||47Y|; (since 4 is Hermitian, K.(4) = «;(4)).

Before calling this routine:

* compute anorm (either ||4||; = max; 2; |a;] or ||4]|., = max; 2 |a;])

¢ call ?hptrf to compute the factorization of 4.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates how the input matrix 4 has been factored:

If uplo='u", the array ap stores the packed upper triangular factor U of the
factorization 4 = PUDUTPT.

If uplo='L", the array ap stores the packed lower triangular factor L of the
factorization A = PLDLTPT.

n INTEGER. The order of matrix 4 (nn=0).

ap, work COMPLEX for chpcon
DOUBLE COMPLEX for zhpcon.
Arrays: ap (*), work (*).

The array ap contains the packed factored matrix 4, as returned by ?hptrf.
The dimension of ap must be at least max(1,n(nt+1)/2).

The array work is a workspace for the routine.
The dimension of work must be at least max(1, 2*n).

ipiv INTEGER. Array, DIMENSION at least max(1,n).
The array ipiv, as returned by ?hptrf.

anorm REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
The norm of the original matrix A (see Discussion).

rwork REAL for chpcon
DOUBLE PRECISION for zhpcon.
Workspace array, DIMENSION at least max(1, n).
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Output Parameters

rcond REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
An estimate of the reciprocal of the condition number. The routine sets rcond
=0 if the estimate underflows; in this case the matrix is singular (to working
precision). However, anytime rcond is small compared to 1.0,
for the working precision, the matrix may be poorly conditioned or even
singular.

info INTEGER.
If info =0, the execution is successful.
If info = -1, the ith parameter had an illegal value.

Application Notes

The computed rcond is never less than p (the reciprocal of the true condition number) and in
practice is nearly always less than 10p. A call

to this routine involves solving a number of systems of linear equations

Ax = b; the number is usually 5 and never more than 11. Each solution requires approximately 8n”
floating-point operations.

?trcon

Estimates the reciprocal of the condition number of a
triangular matrix.

Syntax

call strcon (norm, uplo, diag, N, a, lda, rcond, work, iwork, info)
call dtrcon (norm, uplo, diag, N, a, lda, rcond, work, iwork, info)
call ctrcon (norm, uplo, diag, N, a, lda, rcond, work, rwork, info)
call ztrcon (norm, uplo, diag, N, a, lda, rcond, work, rwork, info)

Description

This routine estimates the reciprocal of the condition number of a triangular matrix 4 in either the
1-norm or infinity-norm:

K1 (A) = [[4]|1 47| = Keo(AT) = k(A7)
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Keo () = ]leo 147" |oo = 161 (47) = 16, (47 .

Input Parameters

norm CHARACTER*1. Mustbe '1' or 'O' or 'I".
If norm='1" or '0', then the routine estimates K;(4).
If norm= "1, then the routine estimates K, (4).

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates whether 4 is upper or lower triangular:

If uplo='uU", the array a stores the upper triangle of 4, other array elements
are not referenced.

If uplo= 'L, the array a stores the lower triangle of 4, other array elements
are not referenced.

diag CHARACTER+*1. Mustbe 'N' or 'U".
If diag= 'N", then 4 is not a unit triangular matrix.

If diag= 'U", then 4 is unit triangular: diagonal elements are assumed to be 1
and not referenced in the array a.

n INTEGER. The order of the matrix 4 (n = 0).

a, work REAL for strcon
DOUBLE PRECISION for dtrcon
COMPLEX for ctrcon
DOUBLE COMPLEX for ztrcon.
Arrays: a(lda,*), work (*).

The array a contains the matrix 4.
The second dimension of a must be at least max(1,n).
The array work is a workspace for the routine.

The dimension of work must be at least max(1, 3*n) for real flavors and
max(1, 2*n) for complex flavors.

lda INTEGER. The first dimension of a; 1da = max(1, n).

iwork INTEGER.
Workspace array, DIMENSION at least max(1, n).

rwork REAL for ctrcon
DOUBLE PRECISION for ztrcon.
Workspace array, DIMENSION at least max(1, n).
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Output Parameters

rcond REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
An estimate of the reciprocal of the condition number. The routine sets rcond
=0 if the estimate underflows; in this case the matrix is singular (to working
precision). However, anytime rcond is small compared to 1.0,
for the working precision, the matrix may be poorly conditioned or even
singular.

info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The computed rcond is never less than p (the reciprocal of the true condition number) and in
practice is nearly always less than 10p. A call

to this routine involves solving a number of systems of linear equations

Ax = b; the number is usually 4 or 5 and never more than 11. Each solution requires approximately
n? floating-point operations for real flavors and 4n* operations for complex flavors.

?tpcon

Estimates the reciprocal of the condition number of a
packed triangular matrix.

Syntax

call stpcon (norm, uplo, diag, n, ap, rcond, work, iwork, info)
call dtpcon (norm, uplo, diag, n, ap, rcond, work, iwork, info)
call ctpcon (norm, uplo, diag, n, ap, rcond, work, rwork, info)

call ztpcon (norm, uplo, diag, n, ap, rcond, work, rwork, info)

Description

This routine estimates the reciprocal of the condition number of a packed triangular matrix 4 in
either the 1-norm or infinity-norm:

Ki(d) = A1 l47l = KeoldT) = k(A"
Koo (A) = [|]|eo [l |oo = 161 (A7) = 16, (47) .
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Input Parameters

norm CHARACTER*1. Mustbe '1' or 'O' or 'I".
If norm='1" or '0', then the routine estimates «;(4).
If norm= "1, then the routine estimates K, (4).

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates whether 4 is upper or lower triangular:

If uplo='uU", the array ap stores the upper triangle of 4 in packed form.

If uplo='L", the array ap stores the lower triangle of 4 in packed form.
diag CHARACTER*1. Mustbe 'N' or 'U".

If diag= 'N", then 4 is not a unit triangular matrix.

If diag= 'U", then 4 is unit triangular: diagonal elements are assumed to be 1
and not referenced in the array ap.

n INTEGER. The order of the matrix 4 (n = 0).

ap, work REAL for stpcon
DOUBLE PRECISION for dtpcon
COMPLEX for ctpcon
DOUBLE COMPLEX for ztpcon.
Arrays: ap (*), work (*).

The array ap contains the packed matrix A.
The dimension of ap must be at least max(1,n(n+1)/2).
The array work is a workspace for the routine.

The dimension of work must be at least max(1, 3*n) for real flavors and
max(1, 2*n) for complex flavors.

iwork INTEGER.
Workspace array, DIMENSION at least max(1, n).

rwork REAL for ctpcon
DOUBLE PRECISION for ztpcon
Workspace array, DIMENSION at least max(1, n).

Output Parameters

rcond REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
An estimate of the reciprocal of the condition number. The routine sets rcond
=0 if the estimate underflows; in this case the matrix is singular (to working
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precision). However, anytime rcond is small compared to 1.0,
for the working precision, the matrix may be poorly conditioned or even
singular.

info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The computed rcond is never less than p (the reciprocal of the true condition number) and in
practice is nearly always less than 10p. A call

to this routine involves solving a number of systems of linear equations

Ax = b; the number is usually 4 or 5 and never more than 11. Each solution requires approximately
n? floating-point operations for real flavors and 4n* operations for complex flavors.

?tbcon

Estimates the reciprocal of the condition number of a
triangular band matrix.

Syntax
call stbcon (norm, uplo, diag, n, kd, ab, ldab, rcond, work, iwork, info

norm, uplo, diag, n, kd, ab, ldab, rcond, work, rwork, info

( )
call dtbcon (norm, uplo, diag, n, kd, ab, ldab, rcond, work, iwork, info)
call ctbcon ( )

( )

call ztbcon (norm, uplo, diag, n, kd, ab, ldab, rcond, work, rwork, info

Description

This routine estimates the reciprocal of the condition number of a triangular band matrix 4 in
either the I-norm or infinity-norm:

Ki(d) = A1 l47l = Kool dT) = k(4"
Koo (4) = [|4]|eo [} |oo = 11 (A7) = 1, (47) .

Input Parameters

norm CHARACTER*1. Mustbe '1' or 'O' or 'I".
If norm='1" or 'O, then the routine estimates «;(4).
If norm= '1', then the routine estimates K., (4).
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uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates whether 4 is upper or lower triangular:
If uplo='U", the array ap stores the upper triangle of 4 in packed form.
If uplo= 'L, the array ap stores the lower triangle of 4 in packed form.

diag CHARACTER*1. Mustbe 'N' or 'U"'.
If diag= 'N", then 4 is not a unit triangular matrix.

If diag= 'U", then 4 is unit triangular: diagonal elements are assumed to be 1
and not referenced in the array ab.

n INTEGER. The order of the matrix 4 (n = 0).

kd INTEGER. The number of super-diagonals or sub-diagonals in the matrix 4
(kd = 0).

ab, work REAL for stbcon

DOUBLE PRECISION for dtbcon
COMPLEX for ctbcon

DOUBLE COMPLEX for ztbcon.
Arrays: ab(1dab, *), work (*).

The array ab contains the band matrix 4.

The second dimension of ab must be at least max(1,n)).

The array work is a workspace for the routine.

The dimension of work must be at least max(1, 3*n) for real flavors and
max(1, 2*n) for complex flavors.

ldab INTEGER. The first dimension of the array ab.
(1dab = kd +1).

iwork INTEGER.
Workspace array, DIMENSION at least max(1, n).

rwork REAL for ctbcon
DOUBLE PRECISION for ztbcon.
Workspace array, DIMENSION at least max(1, n).

Output Parameters

rcond REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
An estimate of the reciprocal of the condition number. The routine sets rcond
=0 if the estimate underflows; in this case the matrix is singular (to working
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precision). However, anytime rcond is small compared to 1.0,
for the working precision, the matrix may be poorly conditioned or even
singular.

info INTEGER. If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The computed rcond is never less than p (the reciprocal of the true condition number) and in
practice is nearly always less than 10p. A call

to this routine involves solving a number of systems of linear equations

Ax = b; the number is usually 4 or 5 and never more than 11. Each solution requires approximately
2n(kd + 1) floating-point operations for real flavors and 8n(kd + 1) operations for complex
flavors.

Refining the Solution and Estimating Its Error

This section describes the LAPACK routines for refining the computed solution of a system of
linear equations and estimating the solution error. You can call these routines after factorizing the
matrix of the system of equations and computing the solution (see Routines for Matrix
Factorization and Routines for Solving Systems of Linear Equations).

?gerfs

Refines the solution of a system of linear equations with
a general matrix and estimates its error.
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Syntax

call sgerfs (trans, n, nrhs, a, lda, af, ldaf, ipiv, b, 1db, x, 1dx,
ferr, berr, work, iwork, info)

call dgerfs (trans, n, nrhs, a, lda, af, ldaf, ipiv, b, 1ldb, x, 1ldx,
ferr, berr, work, iwork, info)

call cgerfs (trans, n, nrhs, a, lda, af, ldaf, ipiv, b, 1db, x, 1dx,
ferr, berr, work, rwork, info)

call zgerfs (trans, n, nrhs, a, lda, af, ldaf, ipiv, b, 1ldb, x, 1ldx,
ferr, berr, work, rwork, info)
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Description

This routine performs an iterative refinement of the solution to a system of linear equations AX =B
or ATX= B or A X = B with a general matrix 4, with multiple right-hand sides. For each computed
solution vector x, the routine computes the component-wise backward error 3. This error is the
smallest relative perturbation in elements of 4 and b such that x is the exact solution of the
perturbed system:

|al/|ag| < B |agl, 18b;{/|b;] < B |b;| such that (4 + 8A4)x = (b + 8b).

Finally, the routine estimates the component-wise forward error in the computed solution |jx —
Xel|oo/|I¥]|o (here x, is the exact solution).

Before calling this routine:

¢ call the factorization routine ?getrf
®  call the solver routine ?getrs.

Input Parameters

trans CHARACTER*1. Mustbe 'N' or 'T' or 'C'.
Indicates the form of the equations:
If trans = 'N', the system has the form 4X = B.
If trans = 'T', the system has the form A7X = B.
If trans='C', the system has the form 47X = B.

n INTEGER. The order of the matrix 4 (n = 0).
nrhs INTEGER. The number of right-hand sides (nrhs = 0).
a,af,b,x,work REAL for sgerfs

DOUBLE PRECISION for dgerfs

COMPLEX for cgerfs
DOUBLE COMPLEX for zgerfs.

Arrays:

a(lda,*) contains the original matrix 4, as supplied

to ?getrf.

af (ldaf,*) contains the factored matrix A4, as returned by ?getrf.
b(1db, *) contains the right-hand side matrix B.

x(1dx,*) contains the solution matrix X.

work (*) is a workspace array.
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The second dimension of a and af must be at least max(1,n); the second
dimension of b and x must be at least max(1,nrhs); the dimension of work
must be at least max(1, 3*n) for real flavors and max(1, 2*n) for complex

flavors.
lda INTEGER. The first dimension of a; 1da = max(1, n).
ldaf INTEGER. The first dimension of af; 1daf = max(1, n).
1db INTEGER. The first dimension of b; 1db = max(l, n).
ldx INTEGER. The first dimension of x; 1dx = max(1, n).
ipiv INTEGER.

Array, DIMENSTION at least max(1,n).
The ipiv array, as returned by ?getrf.

iwork INTEGER.
Workspace array, DIMENSION at least max(1, n).

rwork REAL for cgerfs
DOUBLE PRECISION for zgerfs.
Workspace array, DIMENSION at least max(1, n).

Output Parameters

x The refined solution matrix X.
ferr, berr REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and backward errors, respectively, for each solution vector.
info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The bounds returned in ferr are not rigorous, but in practice they almost always overestimate the
actual error.

For each right-hand side, computation of the backward error involves a minimum of 4n’
floating-point operations (for real flavors) or 16n” operations (for complex flavors). In addition,
each step of iterative refinement involves 61> operations (for real flavors) or 24n” operations (for
complex flavors); the number of iterations may range from 1 to 5. Estimating the forward error
involves solving a number of systems of linear equations Ax = b; the number is usually 4 or 5 and
never more than 11. Each solution requires approximately 2n? floating-point operations for real
flavors or 8n? for complex flavors.
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?gbrfs

Refines the solution of a system of linear equations with
a general band matrix and estimates its error.

Syntax

call sgbrfs (trans, n, k1, ku, nrhs, ab, ldab, afb, ldafb, ipiv, b, 1db,
x, 1ldx, ferr, berr, work, iwork, info)

call dgbrfs (trans, n, k1, ku, nrhs, ab, ldab, afb, ldafb, ipiv, b, 1ldb,
x, 1ldx, ferr, berr, work, iwork, info)

call cgbrfs (trans, n, k1, ku, nrhs, ab, ldab, afb, ldafb, ipiv, b, 1db,
x, 1ldx, ferr, berr, work, rwork, info)

call zgbrfs (trans, n, k1, ku, nrhs, ab, ldab, afb, ldafb, ipiv, b, 1ldb,
x, 1ldx, ferr, berr, work, rwork, info)

Description

This routine performs an iterative refinement of the solution to a system of linear equations AX =B
or ATX = B or A”X = B with a band matrix 4, with multiple right-hand sides. For each computed
solution vector x, the routine computes the component-wise backward error . This error is the
smallest relative perturbation in elements of 4 and b such that x is the exact solution of the
perturbed system:

|5alj|/|alj| < B |al-j|, |6bl|/|bl| < B |bl| such that (A + SA)X = (b + Sb)

Finally, the routine estimates the component-wise forward error in the computed solution |jx —
Xelloo/|I¥]|o (here x, is the exact solution).

Before calling this routine:

¢ call the factorization routine ?gbtrf

¢ call the solver routine ?gbtrs.
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Input Parameters

trans CHARACTER*1. Mustbe 'N' or 'T' or 'C'.
Indicates the form of the equations:
If trans = 'N"', the system has the form 4AX = B.
If trans='T', the system has the form 47X = B.
If trans = 'C', the system has the form Afx=B.

n INTEGER. The order of the matrix 4 (n = 0).

k1 INTEGER. The number of sub-diagonals within the band of 4 (k1 = 0).
ku INTEGER. The number of super-diagonals within the band of 4 (ku = 0).
nrhs INTEGER. The number of right-hand sides (nrhs > 0).

ab,afb,b, x, work REAL for sgbrfs
DOUBLE PRECISION for dgbrfs
COMPLEX for cgbrfs
DOUBLE COMPLEX for zgbrfs.

Arrays:

ab(ldab, *) contains the original band matrix 4, as supplied to 2gbtrf, but
stored in rows from 1 to k1 + ku+ 1.

arfb(ldafb,*) contains the factored band matrix A4, as returned by 2gbtrf.
b(1db, *) contains the right-hand side matrix B.

x(1dx,*) contains the solution matrix X.

work (*) is a workspace array.

The second dimension of ab and afb must be at least max(1,n); the second
dimension of b and x must be at least max(1,nrhs); the dimension of work
must be at least max(1, 3*n) for real flavors and max(1, 2*n) for complex

flavors.
ldab INTEGER. The first dimension of ab.
ldafb INTEGER. The first dimension of afb .
1db INTEGER. The first dimension of b; 1db = max(1, n).
ldx INTEGER. The first dimension of x; 1dx = max(1, n).
ipiv INTEGER.

Array, DIMENSION at least max(1,n).
The ipiv array, as returned by ?gbtrf.
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iwork INTEGER.
Workspace array, DIMENSION at least max(1, n).

rwork REAL for cgbrfs
DOUBLE PRECISION for zgbrfs
Workspace array, DIMENSION at least max(1, n).

Output Parameters

x The refined solution matrix X.
ferr, berr REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and backward errors, respectively, for each solution vector.
info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The bounds returned in ferr are not rigorous, but in practice they almost always overestimate the
actual error.

For each right-hand side, computation of the backward error involves a minimum of 4n(k1 + ku)
floating-point operations (for real flavors) or 16n(k1 + ku) operations (for complex flavors). In
addition, each step of iterative refinement involves 2n(4k1 + 3ku) operations (for real flavors) or
8n(4k1 + 3ku) operations (for complex flavors); the number of iterations may range from 1 to 5.
Estimating the forward error involves solving a number of systems of linear equations Ax = b; the
number is usually 4 or 5 and never more than 11. Each solution requires approximately 2n?
floating-point operations for real flavors or 8n? for complex flavors.

?gtrfs

Refines the solution of a system of linear equations with
a tridiagonal matrix and estimates its error.

Syntax

call sgtrfs (trans, n, nrhs, dl1, d, du, dlf, df, duf, du2, ipiv, b, 1db,
x, ldx, ferr, berr, work, iwork, info)
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call dgtrfs (trans, n, nrhs, dl1, d, du, dlf, df, duf, du2, ipiv, b, 1db,
x, 1ldx, ferr, berr, work, iwork, info)

call cgtrfs (trans, n, nrhs, dl, d, du, dlf, df, duf, du2, ipiv, b, 1db,
x, 1ldx, ferr, berr, work, rwork, info)

call zgtrfs (trans, n, nrhs, dl, d, du, dlf, df, duf, du2, ipiv, b, 1db,
x, 1ldx, ferr, berr, work, rwork, info)

Description

This routine performs an iterative refinement of the solution to a system of linear equations AX =B
or ATX = B or AX = B with a tridiagonal matrix 4, with multiple right-hand sides. For each
computed solution vector x, the routine computes the component-wise backward error B. This
error is the smallest relative perturbation in elements of 4 and b such that x is the exact solution of
the perturbed system:

18a/lag| < B lagl, 8b/b] < B |b] such that (4 + 8A)x = (b + 8b).

Finally, the routine estimates the component-wise forward error in the computed solution |jx —
Xelloo/|I¥]|o (here x, is the exact solution).

Before calling this routine:

¢  call the factorization routine ?gttrf
¢ call the solver routine ?gttrs.

Input Parameters

trans CHARACTER*1. Mustbe 'N' or 'T' or 'C'.
Indicates the form of the equations:
If trans = 'N', the system has the form 4AX = B.
If trans = 'T', the system has the form A7X = B.
If trans='c', the system has the form 47X = B.

n INTEGER. The order of the matrix 4 (n = 0).

nrhs INTEGER. The number of right-hand sides , i.e., the number of columns of the
matrix B (nrhs = 0).

dl,d,du,dlf,df,

duf,du2,b, x, work REAL for sgtrfs
DOUBLE PRECISION for dgtrfs
COMPLEX for cgtrfs
DOUBLE COMPLEX for zgtrfs.

Arrays:
di, dimension (n- 1), contains the subdiagonal elements of 4.
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1db
1dx

ipiv

iwork

rwork

d, dimension (n ), contains the diagonal elements of 4.
du, dimension (n - 1), contains the superdiagonal elements of 4.

d1f, dimension (n- 1), contains the (zz- 1) multipliers that define the matrix
L from the LU factorization of A as computed by >gttrf.

df, dimension (n ), contains the n diagonal elements of the upper triangular
matrix U from the LU factorization of A.

duf, dimension (n- 1), contains the (n- 1) elements of the first
super-diagonal of U.

du2, dimension (n-2), contains the (n-2) elements of the second
super-diagonal of U.

b(1db,nrhs) contains the right-hand side matrix B.

x(1dx,nrhs) contains the solution matrix X, as computed by ?>gttrs.
work (*) is a workspace array;

the dimension of work must be at least max(1, 3*n) for real flavors and
max(1, 2*n) for complex flavors.

INTEGER. The first dimension of b; 1db = max(1, n).
INTEGER. The first dimension of x; 1dx > max(1, n).
INTEGER.

Array, DIMENSION at least max(1,n).
The ipiv array, as returned by ?gttrt.

INTEGER.
Workspace array, DIMENSION (n). Used for real flavors only.

REAL for cgtrfs
DOUBLE PRECISION for zgtrfs.
Workspace array, DIMENSION (n). Used for complex flavors only.

Output Parameters

X
ferr, berr

info

The refined solution matrix X.

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and backward errors, respectively, for each solution vector.
INTEGER.

If info =0, the execution is successful.

If info = -1, the ith parameter had an illegal value.
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?porfs

Refines the solution of a system of linear equations with
a symmetric (Hermitian) positive-definite matrix and
estimates its error.

Syntax

call sporfs (uplo, n, nrhs, a, lda, af, ldaf, b, 1ldb, x, 1ldx, ferr, berr,
work, iwork, info)

call dporfs (uplo, n, nrhs, a, lda, af, ldaf, b, 1db, x, 1ldx, ferr, berr,
work, iwork, info)

call cporfs (uplo, n, nrhs, a, lda, af, ldaf, b, 1db, x, 1ldx, ferr, berr,
work, rwork, info)

call zporfs (uplo, n, nrhs, a, lda, af, ldaf, b, 1db, x, 1ldx, ferr, berr,
work, rwork, info)

Description

This routine performs an iterative refinement of the solution to a system of linear equations AX =B
with a symmetric (Hermitian) positive definite matrix A, with multiple right-hand sides. For each
computed solution vector x, the routine computes the component-wise backward error B. This
error is the smallest relative perturbation in elements of 4 and b such that x is the exact solution of
the perturbed system:

|8al/|ag| < B |agl, |8b:/|b;] < B |by] such that (4 + 8A4)x = (b + 8b).

Finally, the routine estimates the component-wise forward error in the computed solution |jx —
Xelloo/|I¥]|o (here x, is the exact solution).
Before calling this routine:

®  call the factorization routine ?potrf
¢ call the solver routine ?potrs.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates how the input matrix 4 has been factored:
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n

nrhs

a,af,b,x,work

lda
ldaf
1db
1dx

iwork

rwork

If uplo='U", the array af stores the factor U of the Cholesky factorization 4
= Ufu.

Ifuplo= 'L, the array af stores the factor L of the Cholesky factorization 4
=L,

INTEGER. The order of the matrix 4 (n = 0).

INTEGER. The number of right-hand sides (nrhs = 0).

REAL for sporfs

DOUBLE PRECISION for dporfs

COMPLEX for cporfs
DOUBLE COMPLEX for zporfs.

Arrays:

a(lda,*) contains the original matrix 4, as supplied

to ?potrf.

af(ldaf,*) contains the factored matrix A4, as returned by ?potrf.
b(1db, *) contains the right-hand side matrix B.

x(1dx,*) contains the solution matrix X.

work (*) is a workspace array.

The second dimension of a and af must be at least max(1,n); the second
dimension of b and x must be at least max(1,nrhs); the dimension of work

must be at least max(1, 3*n) for real flavors and max(1, 2*n) for complex
flavors.

INTEGER. The first dimension of a; 1da = max(1, n).
INTEGER. The first dimension of af; 1daf = max(1, n).
INTEGER. The first dimension of b; 1db = max(1, n).
INTEGER. The first dimension of x; 1dx > max(1, n).

INTEGER.
Workspace array, DIMENSION at least max(1, n).

REAL for cporfs
DOUBLE PRECISION for zporfs
Workspace array, DIMENSION at least max(1, n).

Output Parameters

X

The refined solution matrix X.
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ferr, berr

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.
Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise

forward and backward errors, respectively, for each solution vector.

info INTEGER.

If info =0, the execution is successful.

If info= -1, the ith parameter had an illegal value.

Application Notes

The bounds returned in ferr are not rigorous, but in practice they almost always overestimate the

actual error.

For each right-hand side, computation of the backward error involves a minimum of 4n’

floating-point operations (for real flavors) or 16n” operations (for complex flavors). In addition,
each step of iterative refinement involves 61> operations (for real flavors) or 24n” operations (for
complex flavors); the number of iterations may range from 1 to 5. Estimating the forward error
involves solving a number of systems of linear equations Ax = b; the number is usually 4 or 5 and
never more than 11. Each solution requires approximately 2n? floating-point operations for real

flavors or 8n? for complex flavors.

?pprfs

Refines the solution of a system of linear equations with
a packed symmetric (Hermitian) positive-definite

matrix and estimates its error.

Syntax

call spprfs (uplo, n, nrhs,
iwork, info)

call dpprfs (uplo, n, nrhs,
iwork, info)

call cpprfs (uplo, n, nrhs,
rwork, info)

call zpprfs (uplo, n, nrhs,
rwork, info)
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Description

This routine performs an iterative refinement of the solution to a system of linear equations AX =B
with a packed symmetric (Hermitian) positive definite matrix 4, with multiple right-hand sides.
For each computed solution vector x, the routine computes the component-wise backward error 3.
This error is the smallest relative perturbation in elements of 4 and b such that x is the exact
solution of the perturbed system:

|al/|ag| < B |agl, |8b;/|b;] < B |b;| such that (4 + 8A4)x = (b + 8b).

Finally, the routine estimates the component-wise forward error in the computed solution ||x —
Xel|oo/|I¥]|o (here x, is the exact solution).

Before calling this routine:

¢ call the factorization routine ?pptrf
¢ call the solver routine ?pptrs.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates how the input matrix 4 has been factored:
If uplo='u", the array afp stores the packed factor U of the Cholesky
factorization 4 = U'U.
If uplo="'L", the array afp stores the packed factor L of the Cholesky
factorization 4 = LL".

n INTEGER. The order of the matrix 4 (n = 0).
nrhs INTEGER. The number of right-hand sides (nrhs = 0).
ap,afp,b,x, work REAL for sppris

DOUBLE PRECISION for dpprfs

COMPLEX for cpprfs
DOUBLE COMPLEX for zpprfs.

Arrays:

ap (*) contains the original packed matrix 4, as supplied to ?pptrf.
afp (*) contains the factored packed matrix A4, as returned by ?pptrf£.
b(1db, *) contains the right-hand side matrix B.

x(1dx,*) contains the solution matrix X.

work (*) is a workspace array.
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1db
1dx

iwork

rwork

The dimension of arrays ap and afp must be at least max(1,n(n+1)/2); the
second dimension of b and x must be at least max(1,nrhs); the dimension of
work must be at least max(1, 3*n) for real flavors and max(1, 2*n) for
complex flavors.

INTEGER. The first dimension of b; 1db =max(1, n).
INTEGER. The first dimension of x; 1dx = max(1, n).

INTEGER.
Workspace array, DIMENSION at least max(1, n).

REAL for cpprfs
DOUBLE PRECISION for zpprfs
Workspace array, DIMENSION at least max(1, n).

Output Parameters

X
ferr, berr

info

The refined solution matrix X.

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and backward errors, respectively, for each solution vector.
INTEGER. If info=0, the execution is successful.

If info= -1, the ith parameter had an illegal value.

Application Notes

The bounds returned in ferr are not rigorous, but in practice they almost always overestimate the

actual error.

For each right-hand side, computation of the backward error involves a minimum of 4n?
floating-point operations (for real flavors) or 16n° operations (for complex flavors). In addition,
each step of iterative refinement involves 60 operations (for real flavors) or 24n° operations (for
complex flavors); the number of iterations may range from 1 to 5.

Estimating the forward error involves solving a number of systems of linear equations Ax = b; the
number of systems is usually 4 or 5 and never more than 11. Each solution requires approximately
2n? floating-point operations for real flavors or 8n? for complex flavors.
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?pbrfs

Refines the solution of a system of linear equations with
a band symmetric (Hermitian) positive-definite matrix
and estimates its error.

Syntax

call spbrfs (uplo, n, kd, nrhs, ab, ldab, afb, ldafb, b, 1db, x, 1ldx,
ferr, berr, work, iwork, info)

call dpbrfs (uplo, n, kd, nrhs, ab, ldab, afb, ldafb, b, 1db, x, 1ldx,
ferr, berr, work, iwork, info)

call cpbrfs (uplo, n, kd, nrhs, ab, ldab, afb, ldafb, b, 1db, x, 1ldx,
ferr, berr, work, rwork, info)

call zpbrfs (uplo, n, kd, nrhs, ab, ldab, afb, ldafb, b, 1db, x, 1ldx,
ferr, berr, work, rwork, info)

Description

This routine performs an iterative refinement of the solution to a system of linear equations AX =B
with a symmetric (Hermitian) positive definite band matrix A, with multiple right-hand sides. For
each computed solution vector x, the routine computes the component-wise backward error 3.
This error is the smallest relative perturbation in elements of 4 and b such that x is the exact
solution of the perturbed system:

18a/lag| < B lagl, 18b/b < B |b] such that (4 + 8A)x = (b + 5b).

Finally, the routine estimates the component-wise forward error in the computed solution |jx —
Xelloo/|I¥]|o (here x, is the exact solution).

Before calling this routine:

¢ call the factorization routine ?pbtrf

¢  call the solver routine ?pbtrs.

Input Parameters
uplo CHARACTER*1. Mustbe 'U' or 'L".
Indicates how the input matrix 4 has been factored:
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If uplo='uU", the array afb stores the factor U of the Cholesky factorization

4=U".
If uplo='L", the array afrb stores the factor L of the Cholesky factorization
A=LL".

n INTEGER. The order of the matrix 4 (n = 0).

kd INTEGER. The number of super-diagonals or sub-diagonals in the matrix 4
(kd = 0).

nrhs INTEGER. The number of right-hand sides (nrhs 2 0).

ab,afb,b,x, work REAL for spbrfs
DOUBLE PRECISION for dpbrfs
COMPLEX for cpbrfs
DOUBLE COMPLEX for zpbrfs.

Arrays:

ab(ldab, *) contains the original band matrix 4, as supplied to ?pbtrf.
arfb(ldafb,*) contains the factored band matrix A4, as returned by ?pbtrf.
b(1db, *) contains the right-hand side matrix B.

x(1dx,*) contains the solution matrix X.

work (*) is a workspace array.

The second dimension of ab and afb must be at least max(1,n); the second

dimension of b and x must be at least max(1,nrhs); the dimension of work
must be at least max(1, 3*n) for real flavors and max(1, 2*n) for complex

flavors.
ldab INTEGER. The first dimension of ab; 1dab > kd + 1.
ldafb INTEGER. The first dimension of afb; 1dafb = kd+ 1.
1db INTEGER. The first dimension of b; 1db = max(1, n).
ldx INTEGER. The first dimension of x; 1dx > max(1, n).
iwork INTEGER.

Workspace array, DIMENSION at least max(1, n).

rwork REAL for cpbrfs
DOUBLE PRECISION for zpbrfs
Workspace array, DIMENSION at least max(1, n).

Output Parameters

x The refined solution matrix X.
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ferr, berr REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and backward errors, respectively, for each solution vector.
info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The bounds returned in ferr are not rigorous, but in practice they almost always overestimate the
actual error.

For each right-hand side, computation of the backward error involves a minimum of 8n* kd
floating-point operations (for real flavors) or 32n* kd operations (for complex flavors). In
addition, each step of iterative refinement involves 12n* kd operations (for real flavors) or 48n* kd
operations (for complex flavors); the number of iterations may range from 1 to 5.

Estimating the forward error involves solving a number of systems of linear equations Ax = b; the
number is usually 4 or 5 and never more than 11. Each solution requires approximately 4n* kd
floating-point operations for real flavors or 16n* kd for complex flavors.

?ptrfs

Refines the solution of a system of linear equations with
a symmetric (Hermitian) positive-definite tridiagonal
matrix and estimates its error.

Syntax

call sptrfs (n, nrhs, d, e, df, ef, b, 1db, x, ldx, ferr, berr, work,
info)

call dptrfs (n, nrhs, d, e, df, ef, b, 1db, x, ldx, ferr, berr, work,
info)

call cptrfs (uplo, n, nrhs, d, e, df, ef, b, 1ldb, x, 1ldx, ferr, berr,
work, rwork, info)

call cptrfs (uplo, n, nrhs, d, e, df, ef, b, 1db, x, 1ldx, ferr, berr,
work, rwork, info)
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Description

This routine performs an iterative refinement of the solution to a system of linear equations AX =B
with a symmetric (Hermitian) positive definite tridiagonal matrix 4, with multiple right-hand
sides. For each computed solution vector x, the routine computes the component-wise backward
error B. This error is the smallest relative perturbation in elements of 4 and b such that x is the
exact solution of the perturbed system:

|0al/|ag| < B |agl, |8b:{/|b;] < B |b;] such that (4 + 8A4)x = (b + 8b).

Finally, the routine estimates the component-wise forward error in the computed solution ||x —
Xel|oo/|I¥]|o (here x, is the exact solution).
Before calling this routine:

¢ call the factorization routine ?pttrf
¢ call the solver routine ?pttrs.

Input Parameters
uplo CHARACTER=*1. Used for complex flavors only.
Mustbe 'U' or 'L'.
Specifies whether the superdiagonal or the subdiagonal of the tridiagonal

matrix A is stored and how 4 is factored:
If uplo='u", the array e stores the superdiagonal of 4, and 4 is factored as

UADU;
If uplo= 'L, the array e stores the subdiagonal of 4, and A is factored as
LDL.

n INTEGER. The order of the matrix 4 (n = 0).

nrhs INTEGER. The number of right-hand sides (nrhs = 0).

d, df, rwork REAL for single precision flavors

DOUBLE PRECISION for double precision flavors

Arrays: d(n),df(n), rwork(n).

The array d contains the n diagonal elements of the tridiagonal matrix A.

The array df contains the n diagonal elements of the diagonal matrix D from

the factorization of A as computed by ?pttrf.

The array rwork is a workspace array used for complex flavors only.
e,ef,b,x,work REAL for sptrfs

DOUBLE PRECISION for dptrfs

COMPLEX for cptrfs

DOUBLE COMPLEX for zptrfs.

Arrays: e(n-1), ef(n-1), b(1db,nrhs), x(1dx,nrhs), work(*).
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The array e contains the (n- 1) off-diagonal elements of the tridiagonal
matrix 4 (see uplo).

The array ef contains the (n- 1) off-diagonal elements of the unit bidiagonal
factor U or L from the factorization computed by ?pttrf (see uplo).

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

The array x contains the solution matrix X as computed by ?pttrs.

The array work is a workspace array. The dimension of work must be at least
2*n for real flavors, and at least n for complex flavors.

1db INTEGER. The leading dimension of b; 1db = max(1, n).
ldx INTEGER. The leading dimension of x; 1dx = max(1, n).

Output Parameters

x The refined solution matrix X.
ferr, berr REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and backward errors, respectively, for each solution vector.
info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

?syrfs

Refines the solution of a system of linear equations with
a symmetric matrix and estimates its error.

Syntax

call ssyrfs (uplo, n, nrhs, a, lda, af, ldaf, ipiv, b, 1db, x, ldx, ferr,
berr, work, iwork, info)

call dsyrfs (uplo, n, nrhs, a, lda, af, ldaf, ipiv, b, 1ldb, x, 1ldx, ferr,
berr, work, iwork, info)

call csyrfs (uplo, n, nrhs, a, lda, af, ldaf, ipiv, b, 1db, x, ldx, ferr,
berr, work, rwork, 1info)

call zsyrfs (uplo, n, nrhs, a, lda, af, ldaf, ipiv, b, 1ldb, x, 1ldx, ferr,
berr, work, rwork, info)
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Discussion

This routine performs an iterative refinement of the solution to a system of linear equations AX =B
with a symmetric full-storage matrix 4, with multiple right-hand sides. For each computed
solution vector x, the routine computes the component-wise backward error 3. This error is the
smallest relative perturbation in elements of 4 and b such that x is the exact solution of the
perturbed system:

|al/|ag| < B |agl, |8b;{/|b;] < B |b;| such that (4 + 8A4)x = (b + 8b).

Finally, the routine estimates the component-wise forward error in the computed solution ||x —
Xel|oo/|I¥]|o (here x, is the exact solution).
Before calling this routine:

¢  call the factorization routine ?sytrf
¢ call the solver routine ?sytrs.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates how the input matrix 4 has been factored:
If uplo='uU", the array af stores the Bunch-Kaufman factorization 4 =

PUDU'PT.
If uplo="'L", the array af stores the Bunch-Kaufman factorization 4 =
PLDLTPT.

n INTEGER. The order of the matrix 4 (n = 0).

nrhs INTEGER. The number of right-hand sides (nrhs = 0).

a,af,b,x,work REAL for ssyrfs
DOUBLE PRECISION for dsyrfs
COMPLEX for csyrfs
DOUBLE COMPLEX for zsyrfs.

Arrays:

a(lda,*) contains the original matrix 4, as supplied

to ?sytrf.

af (ldaf,*) contains the factored matrix A4, as returned by ?sytrf.
b(1db, *) contains the right-hand side matrix B.

x(1dx,*) contains the solution matrix X.

work (*) is a workspace array.
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The second dimension of a and af must be at least max(1,n); the second
dimension of b and x must be at least max(1,nrhs); the dimension of work
must be at least max(1, 3*n) for real flavors and max(1, 2*n) for complex

flavors.
lda INTEGER. The first dimension of a; 1da = max(1, n).
ldaf INTEGER. The first dimension of af; 1daf = max(1, n).
1db INTEGER. The first dimension of b; 1db = max(l, n).
ldx INTEGER. The first dimension of x; 1dx = max(1, n).
ipiv INTEGER.

Array, DIMENSTION at least max(1,n).
The ipiv array, as returned by ?sytrf.

iwork INTEGER.
Workspace array, DIMENSION at least max(1, n).

rwork REAL for csyrfs
DOUBLE PRECISION for zsyrfs.
Workspace array, DIMENSION at least max(1, n).

Output Parameters

x The refined solution matrix X.
ferr, berr REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and backward errors, respectively, for each solution vector.
info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The bounds returned in ferr are not rigorous, but in practice they almost always overestimate the
actual error.

For each right-hand side, computation of the backward error involves a minimum of 4n”
floating-point operations (for real flavors) or 16n” operations (for complex flavors). In addition,
each step of iterative refinement involves 61> operations (for real flavors) or 24n” operations (for
complex flavors); the number of iterations may range from 1 to 5. Estimating the forward error
involves solving a number of systems of linear equations Ax = b; the number is usually 4 or 5 and
never more than 11. Each solution requires approximately 2n? floating-point operations for real
flavors or 8n? for complex flavors.
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?herfs

Refines the solution of a system of linear equations with
a complex Hermitian matrix and estimates its error.

3-104

Syntax

call cherfs (uplo, n, nrhs, a, lda, af, ldaf, ipiv, b, 1ldb, x, 1ldx, ferr,
berr, work, rwork, info)

call zherfs (uplo, n, nrhs, a, lda, af, ldaf, ipiv, b, 1db, x, ldx, ferr,
berr, work, rwork, 1info)

Description

This routine performs an iterative refinement of the solution to a system of linear equations AX =B
with a complex Hermitian full-storage matrix 4, with multiple right-hand sides. For each
computed solution vector x, the routine computes the component-wise backward error B. This
error is the smallest relative perturbation in elements of 4 and b such that x is the exact solution of
the perturbed system:

|al/|ai] < B |agl, 18b:/|b;] < B |by] such that (4 + 8A4)x = (b + 8b).

Finally, the routine estimates the component-wise forward error in the computed solution |jx —
Xelloo/|I¥]|o (here x, is the exact solution).
Before calling this routine:

e call the factorization routine ?hetrf
® call the solver routine ?hetrs.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates how the input matrix 4 has been factored:
If uplo='u", the array af stores the Bunch-Kaufman factorization 4 =

PUDUHPT,
If uplo='L", the array af stores the Bunch-Kaufman factorization 4 =
PLDLHPT,

n INTEGER. The order of the matrix 4 (n = 0).

nrhs INTEGER. The number of right-hand sides (nrhs > 0).

a,af,b,x,work COMPLEX for cherfs
DOUBLE COMPLEX for zherfs.
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Arrays:

a(lda,*) contains the original matrix 4, as supplied

to ?hetrf.

af (ldaf,*) contains the factored matrix A4, as returned by ?hetrf.
b(1db, *) contains the right-hand side matrix B.

x(1dx,*) contains the solution matrix X.

work (*) is a workspace array.

The second dimension of a and af must be at least max(1,n); the second

dimension of b and x must be at least max(1,nrhs); the dimension of work
must be at least max(1, 2*n).

lda INTEGER. The first dimension of a; 1da = max(1, n).
ldaf INTEGER. The first dimension of af; I1daf = max(1, n).
1db INTEGER. The first dimension of b; 1db = max(1, n).
1dx INTEGER. The first dimension of x; 1dx = max(1, n).
ipiv INTEGER.

Array, DIMENSTION at least max(1,n).
The ipiv array, as returned by ?hetrf.

rwork REAL for cherfs
DOUBLE PRECISION for zherfs.
Workspace array, DIMENSION at least max(1, n).

Output Parameters

x The refined solution matrix X.
ferr, berr REAL for cherfs
DOUBLE PRECISION for zherfs.
Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and backward errors, respectively, for each solution vector.
info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The bounds returned in ferr are not rigorous, but in practice they almost always overestimate the
actual error.
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For each right-hand side, computation of the backward error involves a minimum of 16n°
operations. In addition, each step of iterative refinement involves 24n° operations; the number of
iterations may range from 1 to 5.

Estimating the forward error involves solving a number of systems of linear equations Ax = b; the
number is usually 4 or 5 and never more than 11. Each solution requires approximately 8n?
floating-point operations.

The real counterpart of this routine is ssyrfs /dsyrfs.

?sprfs

Refines the solution of a system of linear equations with
a packed symmetric matrix and estimates the solution
error.

Syntax

call ssprfs (uplo, n, nrhs, ap, afp, ipiv, b, 1ldb, x, 1ldx, ferr, berr,
work, iwork, info)

call dsprfs (uplo, n, nrhs, ap, afp, ipiv, b, 1db, x, 1ldx, ferr, berr,
work, iwork, info)

call csprfs (uplo, n, nrhs, ap, afp, ipiv, b, 1db, x, 1ldx, ferr, berr,
work, rwork, info)

call zsprfs (uplo, n, nrhs, ap, afp, ipiv, b, 1db, x, 1ldx, ferr, berr,
work, rwork, info)

Description

This routine performs an iterative refinement of the solution to a system of linear equations AX =B
with a packed symmetric matrix 4, with multiple right-hand sides. For each computed solution
vector x, the routine computes the component-wise backward error B. This error is the smallest
relative perturbation in elements of 4 and b such that x is the exact solution of the perturbed
system:

|al/|ai] < B |agl, |8b:/|b;] < B |by] such that (4 + 8A4)x = (b + 8b).

Finally, the routine estimates the component-wise forward error in the computed solution |jx —
Xelloo/|I¥]|o (here x, is the exact solution).

Before calling this routine:
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¢ call the factorization routine ?sptrf
¢ call the solver routine ?sptrs.

Input Parameters

uplo

n

nrhs

ap,afp,b, x, work

1db

1dx

ipiv

iwork

rwork

CHARACTER*1. Mustbe 'U' or 'L"'.

Indicates how the input matrix 4 has been factored:

If uplo='u", the array afp stores the packed Bunch-Kaufman factorization
A =PUDUTPT.

If uplo='L", the array afp stores the packed Bunch-Kaufman factorization
A =PLDLPT.

INTEGER. The order of the matrix 4 (n = 0).

INTEGER. The number of right-hand sides (nrhs 2 0).

REAL for ssprfs

DOUBLE PRECISION for dsprfs

COMPLEX for csprfs
DOUBLE COMPLEX for zsprfs.

Arrays:

ap (*) contains the original packed matrix 4, as supplied to ?sptrf.

afp (*) contains the factored packed matrix A4, as returned by ?sptrf.
b(1db, *) contains the right-hand side matrix B.

x(1dx,*) contains the solution matrix X.

work (*) is a workspace array.

The dimension of arrays ap and afp must be at least max(1,n(n+1)/2); the
second dimension of b and x must be at least max(1,nrhs); the dimension of

work must be at least max(1, 3*n) for real flavors and max(1, 2*n) for
complex flavors.

INTEGER. The first dimension of b; 1db = max(l, n).
INTEGER. The first dimension of x; 1dx = max(1, n).

INTEGER.
Array, DIMENSION at least max(1,n).
The ipiv array, as returned by ?sptrf.

INTEGER.
Workspace array, DIMENSION at least max(1, n).

REAL for csprfs
DOUBLE PRECISION for zsprfs
Workspace array, DIMENSION at least max(1, n).
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Output Parameters

x The refined solution matrix X.
ferr, berr REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and backward errors, respectively, for each solution vector.
info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The bounds returned in ferr are not rigorous, but in practice they almost always overestimate the
actual error.

For each right-hand side, computation of the backward error involves a minimum of 4n?
floating-point operations (for real flavors) or 16n° operations (for complex flavors). In addition,
each step of iterative refinement involves 61 operations (for real flavors) or 24n° operations (for
complex flavors); the number of iterations may range from 1 to 5.

Estimating the forward error involves solving a number of systems of linear equations Ax = b; the
number of systems is usually 4 or 5 and never more than 11. Each solution requires approximately
2n? floating-point operations for real flavors or 8n* for complex flavors.

?hprfs

Refines the solution of a system of linear equations with
a packed complex Hermitian matrix and estimates the
solution error.
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Syntax

call chprfs (uplo, n, nrhs, ap, afp, ipiv, b, 1ldb, x, ldx, ferr, berr,
work, rwork, info)

call zhprfs (uplo, n, nrhs, ap, afp, ipiv, b, 1db, x, ldx, ferr, berr,
work, rwork, info)
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Description

This routine performs an iterative refinement of the solution to a system of linear equations AX =B
with a packed complex Hermitian matrix 4, with multiple right-hand sides. For each computed
solution vector x, the routine computes the component-wise backward error . This error is the
smallest relative perturbation in elements of 4 and b such that x is the exact solution of the
perturbed system:

|al/|ag] < B |agl, |8b;{/|b;] < B |b;| such that (4 + 8A4)x = (b + 8b).

Finally, the routine estimates the component-wise forward error in the computed solution ||x —
Xel|oo/|I¥]|o (here x, is the exact solution).
Before calling this routine:

¢ call the factorization routine ?hptrf
¢ call the solver routine ?hptrs.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates how the input matrix 4 has been factored:
If uplo='u", the array afp stores the packed Bunch-Kaufman factorization

A = PUDU"PT.
If uplo='L", the array afp stores the packed Bunch-Kaufman factorization
A = PLDLYPT,

n INTEGER. The order of the matrix 4 (n = 0).

nrhs INTEGER. The number of right-hand sides (nrhs = 0).

ap,afp, b, x, work COMPLEX for chprfs
DOUBLE COMPLEX for zhprfs.

Arrays:

ap (*) contains the original packed matrix 4, as supplied to ?hptrf.

afp (*) contains the factored packed matrix A4, as returned by ?hptrf£.
b(1db, *) contains the right-hand side matrix B.

x(1dx,*) contains the solution matrix X.

work (*) is a workspace array.

The dimension of arrays ap and afp must be at least max(1,n(n+1)/2); the

second dimension of b and x must be at least max(1,nrhs); the dimension of
work must be at least max(1, 2*n).

1db INTEGER. The first dimension of b; 1db =max(1, n).
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1dx INTEGER. The first dimension of x; 1dx = max(1, n).

ipiv INTEGER.
Array, DIMENSION at least max(1,n).
The ipiv array, as returned by ?hptrf.

rwork REAL for chprfs
DOUBLE PRECISION for zhprfs
Workspace array, DIMENSION at least max(1, n).

Output Parameters

x The refined solution matrix X.
ferr, berr REAL for chprfs.
DOUBLE PRECISION for zhprfs.
Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and backward errors, respectively, for each solution vector.
info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The bounds returned in ferr are not rigorous, but in practice they almost always overestimate the
actual error.

For each right-hand side, computation of the backward error involves a minimum of 16°
operations. In addition, each step of iterative refinement involves 24n? operations; the number of
iterations may range from 1 to 5.

Estimating the forward error involves solving a number of systems of linear equations Ax = b; the
number is usually 4 or 5 and never more than 11. Each solution requires approximately 8n?
floating-point operations.

The real counterpart of this routine is ssprfs / dsprfs.
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?trrfs

Estimates the error in the solution of

a system of linear equations with a triangular matrix.

Syntax

call strrfs (uplo, trans, diag, n, nrhs, a, lda, b, 1db, x, 1ldx, ferr,
berr, work, iwork, info)

call dtrrfs (uplo, trans, diag, n, nrhs, a, lda, b, 1ldb, x, 1ldx, ferr,
berr, work, iwork, 1info)

call ctrrfs (uplo, trans, diag, n, nrhs, a, lda, b, 1db, x, 1ldx, ferr,
berr, work, rwork, info)

call ztrrfs (uplo, trans, diag, n, nrhs, a, lda, b, 1ldb, x, 1ldx, ferr,
berr, work, rwork, 1info)

Description

This routine estimates the errors in the solution to a system of linear equations AX = B or A7”X=B
or A”X = B with a triangular matrix 4, with multiple right-hand sides. For each computed solution
vector x, the routine computes the component-wise backward error B. This error is the smallest
relative perturbation in elements of 4 and b such that x is the exact solution of the perturbed
system:

|0al/|ai| < B |ag], 18b:/|b;] < B |by] such that (4 + 8A4)x = (b + 8b).

The routine also estimates the component-wise forward error in the computed solution ||x —
Xelloo/|I¥]|o (here x, is the exact solution).

Before calling this routine, call the solver routine ?trtrs.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates whether 4 is upper or lower triangular:

If uplo='u", then 4 is upper triangular.
If uplo='L", then 4 is lower triangular.

trans CHARACTER*1. Mustbe 'N' or 'T' or 'C'.
Indicates the form of the equations:
If trans = 'N', the system has the form 4AX = B.
If trans='T', the system has the form 47X = B.
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diag

nrhs

a, b/ X,

lda
1db
1dx

iwork

rwork
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work

If trans = 'C', the system has the form Afx=B.
CHARACTER*1. Mustbe 'N' or 'U'.
If diag= 'N", then 4 is not a unit triangular matrix.

If diag= 'U", then A4 is unit triangular: diagonal elements of 4 are assumed to
be 1 and not referenced in the array a.

INTEGER. The order of the matrix 4 (n = 0).
INTEGER. The number of right-hand sides (nrhs = 0).

REAL for strrfs

DOUBLE PRECISION for dtrrfs
COMPLEX for ctrrfs

DOUBLE COMPLEX for ztrrfs.

Arrays:

a(lda,*) contains the upper or lower triangular matrix 4, as specified by
uplo.

b(1db, *) contains the right-hand side matrix B.
x(1dx,*) contains the solution matrix X.
work (*) is a workspace array.

The second dimension of a must be at least max(1,n); the second dimension of
b and x must be at least max(1,nrhs); the dimension of work must be at least
max(1, 3*n) for real flavors and max(1, 2*n) for complex flavors.

INTEGER. The first dimension of a; 1da = max(1, n).
INTEGER. The first dimension of b; 1db = max(l, n).
INTEGER. The first dimension of x; 1dx > max(1, n).

INTEGER.
Workspace array, DIMENSION at least max(1, n).

REAL for ctrrfs
DOUBLE PRECISION for ztrrfs
Workspace array, DIMENSION at least max(1, n).
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Output Parameters

ferr, berr REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and backward errors, respectively, for each solution vector.
info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The bounds returned in ferr are not rigorous, but in practice they almost always overestimate the
actual error.

A call to this routine involves, for each right-hand side, solving a number of systems of linear
equations Ax = b; the number of systems is usually 4 or 5 and never more than 11. Each solution
requires approximately n” floating-point operations for real flavors or 4n* for complex flavors.

?tprfs

Estimates the error in the solution of
a system of linear equations with a packed triangular
matrix.

Syntax

call stprfs (uplo, trans, diag, n, nrhs, ap, b, 1db, x, ldx, ferr, berr,
work, iwork, info)

call dtprfs (uplo, trans, diag, n, nrhs, ap, b, 1ldb, x, ldx, ferr, berr,
work, iwork, info)

call ctprfs (uplo, trans, diag, n, nrhs, ap, b, 1db, x, 1ldx, ferr, berr,
work, rwork, info)

call ztprfs (uplo, trans, diag, n, nrhs, ap, b, 1ldb, x, ldx, ferr, berr,
work, rwork, info)
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Description

This routine estimates the errors in the solution to a system of linear equations AX = B or A7X =B
or AX = B with a packed triangular matrix 4, with multiple right-hand sides. For each computed
solution vector x, the routine computes the component-wise backward error 3. This error is the
smallest relative perturbation in elements of 4 and b such that x is the exact solution of the
perturbed system:

|al/|ay| < B |ag], 18b;{/|b;] < B |b;| such that (4 + 8A4)x = (b + 8b).

The routine also estimates the component-wise forward error in the computed solution ||x —
Xel|oo/|I¥]|o (here x, is the exact solution).

Before calling this routine, call the solver routine ?tptrs.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates whether 4 is upper or lower triangular:

If uplo= U, then 4 is upper triangular.
If uplo='L", then 4 is lower triangular.
trans CHARACTER*1. Mustbe 'N' or 'T' or 'C'.
Indicates the form of the equations:
If trans = 'N', the system has the form 4X = B.
If trans = 'T', the system has the form A7X = B.
If trans='C', the system has the form 47X = B.
diag CHARACTER*1. Mustbe 'N' or 'U".
If diag= 'N', A isnot a unit triangular matrix.

If diag='u', A is unit triangular: diagonal elements of 4 are assumed to be
1 and not referenced in the array ap.

n INTEGER. The order of the matrix 4 (n = 0).

nrhs INTEGER. The number of right-hand sides (nrhs > 0).

ap, b, x, workREAL for strrfs
DOUBLE PRECISION for dtrrfs

COMPLEX for ctrrfs
DOUBLE COMPLEX for ztrrfs.

Arrays:

ap (*) contains the upper or lower triangular matrix A4, as specified by uplo.
b(1db, *) contains the right-hand side matrix B.

x(1dx,*) contains the solution matrix X.

3-114



LAPACK Routines: Linear Equations 3

1db
1ldx

iwork

rwork

work (*) is a workspace array.

The dimension of ap must be at least max(1,n(n+1)/2);

the second dimension of b and x must be at least max(1,nrhs); the dimension
of work must be at least max(1, 3*n) for real flavors and max(1, 2*n) for
complex flavors.

INTEGER. The first dimension of b; 1db = max(1, n).
INTEGER. The first dimension of x; 1dx = max(1, n).

INTEGER.
Workspace array, DIMENSION at least max(1, n).

REAL for ctrrfs
DOUBLE PRECISION for ztrrfs
Workspace array, DIMENSION at least max(1, n).

Output Parameters

ferr, berr

info

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and backward errors, respectively, for each solution vector.
INTEGER.

If info =0, the execution is successful.

If info= -1, the ith parameter had an illegal value.

Application Notes

The bounds returned in ferr are not rigorous, but in practice they almost always overestimate the

actual error.

A call to this routine involves, for each right-hand side, solving a number of systems of linear
equations Ax = b; the number of systems is usually 4 or 5 and never more than 11. Each solution
requires approximately n” floating-point operations for real flavors or 4n* for complex flavors.
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?tbrfs

Estimates the error in the solution of
a system of linear equations with a triangular band
matrix.

Syntax

call stbrfs (uplo, trans, diag, n, kd, nrhs, ab, ldab, b, 1ldb, x, 1ldx,
ferr, berr, work, iwork, info)

call dtbrfs (uplo, trans, diag, n, kd, nrhs, ab, ldab, b, 1db, x, ldx,
ferr, berr, work, iwork, info)

call ctbrfs (uplo, trans, diag, n, kd, nrhs, ab, ldab, b, 1ldb, x, 1ldx,
ferr, berr, work, rwork, info)

call ztbrfs (uplo, trans, diag, n, kd, nrhs, ab, ldab, b, 1db, x, ldx,
ferr, berr, work, rwork, info)

Description

This routine estimates the errors in the solution to a system of linear equations AX =B or A7X =B
or A"X = B with a triangular band matrix 4, with multiple right-hand sides. For each computed
solution vector x, the routine computes the component-wise backward error 3. This error is the
smallest relative perturbation in elements of 4 and b such that x is the exact solution of the
perturbed system:

|al/|ag] < B |agl, |8b:/|b;] < B |by] such that (4 + 8A4)x = (b + 8b).

The routine also estimates the component-wise forward error in the computed solution ||x —
Xelloo/|I¥]|o (here x, is the exact solution).

Before calling this routine, call the solver routine ?tbtrs.
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Input Parameters

uplo CHARACTER*1. Mustbe 'U" or 'L".
Indicates whether 4 is upper or lower triangular:

If uplo='uU", then 4 is upper triangular.
If uplo= 'L, then 4 is lower triangular.

trans CHARACTER*1. Mustbe 'N' or 'T' or 'C".
Indicates the form of the equations:
If trans = 'N', the system has the form 4AX = B.
If trans='T', the system has the form 47X = B.
If trans = 'C', the system has the form Afx=B.
diag CHARACTER*1. Mustbe 'N' or 'U'.
If diag= 'N"', 4 is not a unit triangular matrix.

If diag= 'U"', 4 is unit triangular: diagonal elements of 4 are assumed to be 1
and not referenced in the array ab.

n INTEGER. The order of the matrix 4 (n = 0).

kd INTEGER. The number of super-diagonals or sub-diagonals in the matrix 4
(kd = 0).

nrhs INTEGER. The number of right-hand sides (nrhs > 0).

ab, b, x, workREAL for stbrfs
DOUBLE PRECISION for dtbrfs
COMPLEX for ctbrfs
DOUBLE COMPLEX for ztbrfs.

Arrays:

ab(ldab,*) contains the upper or lower triangular matrix 4, as specified by
uplo, in band storage format.

b(1db, *) contains the right-hand side matrix B.
x(1dx,*) contains the solution matrix X.
work (*) is a workspace array.

The second dimension of a must be at least max(1,n);

the second dimension of b and x must be at least max(1,nrhs).

The dimension of work must be at least max(1, 3*n) for real flavors and
max(1, 2*n) for complex flavors.

ldab INTEGER. The first dimension of the array ab.
(1dab = kd +1).
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1db INTEGER. The first dimension of b; 1db = max(l, n).
ldx INTEGER. The first dimension of x; 1dx = max(1, n).
iwork INTEGER.

Workspace array, DIMENSION at least max(1, n).

rwork REAL for ctbrfs
DOUBLE PRECISION for ztbrfs
Workspace array, DIMENSION at least max(1, n).

Output Parameters

ferr, berr REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and backward errors, respectively, for each solution vector.

info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.

Application Notes

The bounds returned in ferr are not rigorous, but in practice they almost always overestimate the
actual error.

A call to this routine involves, for each right-hand side, solving a number of systems of linear
equations Ax = b; the number of systems is usually 4 or 5 and never more than 11. Each solution
requires approximately 2n* kd floating-point operations for real flavors or 8n* kd operations for
complex flavors.
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Routines for Matrix Inversion

It is seldom necessary to compute an explicit inverse of a matrix.

In particular, do not attempt to solve a system of equations Ax = b by first computing A7 and then
forming the matrix-vector product x = A~ '5.

Call a solver routine instead (see Routines for Solving Systems of Linear Equations); this is more
efficient and more accurate.

However, matrix inversion routines are provided for the rare occasions when an explicit inverse
matrix is needed.

?getri

Computes the inverse of an LU-factored general matrix.

Syntax
call sgetri (n, a, lda, ipiv, work, lwork, info

call dgetri (n, a, lda, ipiv, work, lwork, info

=D D

(
(

call cgetri (n, a, lda, ipiv, work, lwork, info
(

call zgetri (n, a, lda, ipiv, work, lwork, info

Description

This routine computes the inverse (47') of a general matrix 4.
Before calling this routine, call ?2getrf to factorize 4.

Input Parameters
n INTEGER. The order of the matrix 4 (n = 0).

a, work REAL for sgetri
DOUBLE PRECISION for dgetri
COMPLEX for cgetri
DOUBLE COMPLEX for zgetri.
Arrays: a(1da, *), work (1work).
a(lda, *) contains the factorization of the matrix 4, as returned by >getrf: 4
=PLU.
The second dimension of a must be at least max(1,n).

work (1work) is a workspace array.
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lda INTEGER. The first dimension of a; 1da = max(1, n).

ipiv INTEGER.
Array, DIMENSION at least max(1,n).
The ipiv array, as returned by ?getrf.

lwork INTEGER. The size of the work array (1work 2 n)
See Application notes for the suggested value of Iwork.

Output Parameters

a Overwritten by the n by n matrix 4!

work (1) If info=0, on exit work (1) contains the minimum value of Iwork required
for optimum performance.
Use this Iwork for subsequent runs.

info INTEGER. If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info= i, the ith diagonal element of the factor U is zero, U is singular, and
the inversion could not be completed.

Application Notes

For better performance, try using 1work = n*blocksize, where blocksize is a machine-dependent
value (typically, 16 to 64) required for optimum performance of the blocked algorithm.

If you are in doubt how much workspace to supply, use a generous value of Iwork for the first run.
On exit, examine work (1) and use this value for subsequent runs.

The computed inverse X satisfies the following error bound:

|XA- 1| < c(n)e x| P|L]|U]

where c(n) is a modest linear function of n; € is the machine precision;
1 denotes the identity matrix; P, L, and U are the factors of the matrix factorization 4 = PLU.

The total number of floating-point operations is approximately (4/3)n3 for real flavors and
(16/3)n> for complex flavors.
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?potri

Computes the inverse of a symmetric (Hermitian)

positive-definite matrix.

Syntax

call spotri
call dpotri
call cpotri

call zpotri

Discussion

uplo, n, a, lda,

(

(uplo, n, a, lda,
(uplo, n, a, lda,
(

uplo, n, a, lda,

info)
info)
info)

info)

This routine computes the inverse (4~') of a symmetric positive definite or, for complex flavors,
Hermitian positive-definite matrix A4.

Before calling this routine, call ?potrf to factorize 4.

Input Parameters

uplo

1da

CHARACTER*1. Mustbe 'U' or 'L".

Indicates how the input matrix 4 has been factored:
If uplo='U", the array a stores the factor U of the Cholesky factorization 4 =

Utu.

If uplo= 'L, the array a stores the factor L of the Cholesky factorization 4 =

LLH.

INTEGER. The order of the matrix 4 (n = 0).

REAL for spotri

DOUBLE PRECISION for dpotri

COMPLEX for cpotri

DOUBLE COMPLEX for zpotri.

Array: a(1da, *).

Contains the factorization of the matrix A4, as returned by ?potrf.

The second dimension of a must be at least max(1,n).

INTEGER. The first dimension of a; 1da > max(1, n).
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Output Parameters
a Overwritten by the n by n matrix 4!

info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info = i, the ith diagonal element of the Cholesky factor (and hence the
factor itself) is zero, and the inversion could not be completed.

Application Notes

The computed inverse X satisfies the following error bounds:

|xA- 1, < c(n)ex, (), [|AX-1I],< c(n)ex,(A)

where ¢(n) is a modest linear function of n, and € is the machine precision;
I denotes the identity matrix.

The 2-norm ||4]|, of a matrix 4 is defined by ||4||, = max,..—1(4x - Ax)"2, and the condition
number Ky(A4) is defined by ky(4) = ||4||, [|[47Y| -

The total number of floating-point operations is approximately (2/3)n> for real flavors and (8/3)n’
for complex flavors.

?pptri

Computes the inverse of a packed symmetric
(Hermitian) positive-definite matrix

Syntax

call spptri (uplo, n, ap, info)
call dpptri (uplo, n, ap, info)
call cpptri (uplo, n, ap, info)
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call zpptri (uplo, n, ap, info)

Description

This routine computes the inverse (47') of a symmetric positive definite or, for complex flavors,
Hermitian positive-definite matrix 4 in packed form. Before calling this routine, call ?pptrf to
factorize A.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L'.
Indicates how the input matrix 4 has been factored:
If uplo='uU", the array ap stores the packed factor U of the Cholesky
factorization 4 = U"U.
If uplo='L", the array ap stores the packed factor L of the Cholesky
factorization 4 = LL".

n INTEGER. The order of the matrix 4 (n = 0).

ap REAL for spptri
DOUBLE PRECISION for dpptri
COMPLEX for cpptri
DOUBLE COMPLEX for zpptri.
Array, DIMENSTION at least max(1,n(n+1)/2).

Contains the factorization of the packed matrix 4,
as returned by ?pptrf.

The dimension ap must be at least max(1,n(n+1)/2).

Output Parameters
ap Overwritten by the packed n by n matrix 47"

info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info= i, the ith diagonal element of the Cholesky factor (and hence the
factor itself) is zero, and the inversion could not be completed.

Application Notes

The computed inverse X satisfies the following error bounds:

|xA- 1, < c(n)ex, (), |AX-1I,< c(n)ex,(A)
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where ¢(n) is a modest linear function of n, and € is the machine precision;
I denotes the identity matrix.

The 2-norm ||4]|, of a matrix 4 is defined by ||4||, = max,..—1(4x - Ax)"2, and the condition
number Ky(4) is defined by «(4) = ||A||, ||47"]], -

The total number of floating-point operations is approximately (2/3)3 for real flavors and (8/3)n°
for complex flavors.

?sytri

Computes the inverse of a symmetric matrix.

Syntax

call ssytri (uplo, n, a, lda, ipiv, work, info)
call dsytri (uplo, n, a, lda, ipiv, work, info)
call csytri (uplo, n, a, lda, ipiv, work, info)
call zsytri (uplo, n, a, lda, ipiv, work, info)

Description

This routine computes the inverse (47') of a symmetric matrix 4.
Before calling this routine, call ?sytrf to factorize 4.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates how the input matrix 4 has been factored:
If uplo='uU", the array a stores the Bunch-Kaufman factorization 4 =

PUDUTPT,
If uplo= 'L, the array a stores the Bunch-Kaufman factorization 4 =
PLDLTPT,

n INTEGER. The order of the matrix 4 (n = 0).

a, work REAL for ssytri

DOUBLE PRECISION for dsytri
COMPLEX for csytri

DOUBLE COMPLEX for zsytri.
Arrays:
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a(lda,*) contains the factorization of the matrix 4,
as returned by ?sytrf.
The second dimension of a must be at least max(1,n).

work (*) is a workspace array.
The dimension of work must be at least max(1,2*n).

lda INTEGER. The first dimension of a; 1da = max(1, n).

ipiv INTEGER.
Array, DIMENSION at least max(1,n).
The ipiv array, as returned by ?sytrf.
Output Parameters
a Overwritten by the n by n matrix 4.

info INTEGER.
If info =0, the execution is successful.
If info=-1, the ith parameter had an illegal value.
If info = i, the ith diagonal element of D is zero, D is singular, and the
inversion could not be completed.

Application Notes
The computed inverse X satisfies the following error bounds:

DU P*xPU- I| < c(n)e (|D||U"| PT|xIP|Ul + |D||D'))
for uplo='U"', and

|IDL"P"xPL - 1| < c(n)e (|D||L7 PT|x] P|L| + |D||D7'])

for uplo= 'L'. Here c(n) is a modest linear function of n, and € is the machine precision; /
denotes the identity matrix.

The total number of floating-point operations is approximately (2/3)n> for real flavors and (8/3)n>
for complex flavors.
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?hetri

Computes the inverse of a complex Hermitian matrix.

Syntax
call chetri (uplo, n, a, lda, ipiv, work, info)

call zhetri (uplo, n, a, lda, ipiv, work, info)

Description

This routine computes the inverse (47') of a complex Hermitian matrix A.
Before calling this routine, call ?hetrf to factorize 4.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates how the input matrix 4 has been factored:
If uplo='uU", the array a stores the Bunch-Kaufman factorization 4 =

PUDU"PT,
If uplo= 'L, the array a stores the Bunch-Kaufman factorization 4 =
PLDLYPT,
n INTEGER. The order of the matrix 4 (n = 0).
a, work COMPLEX for chetri
DOUBLE COMPLEX for zhetri.
Arrays:

a(lda,*) contains the factorization of the matrix A,
as returned by ?hetrf.
The second dimension of a must be at least max(1,n).

work (*) is a workspace array.
The dimension of work must be at least max(1,n).

lda INTEGER. The first dimension of a; 1da = max(1, n).

ipiv INTEGER.
Array, DIMENSION at least max(1,n).
The ipiv array, as returned by ?hetrf.
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Output Parameters
a Overwritten by the n by n matrix 4!

info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info= i, the ith diagonal element of D is zero, D is singular, and the
inversion could not be completed.

Application Notes
The computed inverse X satisfies the following error bounds:

DU P xPU- 1| < c(n)e (|D||U" P'|x| P|Ul + |Dl|D7'])
for uplo='U"', and

|IDL"P"xPL - 1| < c(n)e (|D|| L7 P7|x P|L| + |D||D7'])

for uplo= 'L'. Here c(n) is a modest linear function of n, and € is the machine precision; /
denotes the identity matrix.

The total number of floating-point operations is approximately (2/3)n> for real flavors and (8/3)n’
for complex flavors.

The real counterpart of this routine is ?sytri.

?sptri

Computes the inverse of a symmetric matrix using
packed storage.

Syntax

call ssptri (uplo, n, ap, ipiv, work, info)
call dsptri (uplo, n, ap, ipiv, work, info)
call csptri (uplo, n, ap, ipiv, work, info)

call zsptri (uplo, n, ap, ipiv, work, info)
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Description

This routine computes the inverse (47') of a packed symmetric matrix A.
Before calling this routine, call ?sptrf to factorize 4.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates how the input matrix 4 has been factored:
If uplo='u", the array ap stores the Bunch-Kaufman factorization 4 =

PUDUTPT,
If uplo= 'L, the array ap stores the Bunch-Kaufman factorization 4 =
PLDLTPT.

n INTEGER. The order of the matrix 4 (n = 0).

ap, work REAL for ssptri

DOUBLE PRECISION for dsptri
COMPLEX for csptri

DOUBLE COMPLEX for zsptri.
Arrays:

ap (*) contains the factorization of the matrix 4,
as returned by ?sptrf.
The dimension of ap must be at least max(1,n(nt+1)/2).

work (*) is a workspace array.
The dimension of work must be at least max(1,n).

ipiv INTEGER.
Array, DIMENSION at least max(1,n).
The ipiv array, as returned by ?sptrf.

Output Parameters

ap Overwritten by the n by n matrix 4~! in packed form.

info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info = i, the ith diagonal element of D is zero, D is singular, and the
inversion could not be completed.
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Application Notes
The computed inverse X satisfies the following error bounds:

IDU'P"XPU- I| < c(n)e (|D||U7 PY|x| Plt + |D||D7'])
for uplo='U", and

|IDL*P*XPL - 1| < c(n)e (|D||L7 P*|x P|L| + |D||D7'])

for uplo= 'L'. Here c(n) is a modest linear function of n, and € is the machine precision; /
denotes the identity matrix.

The total number of floating-point operations is approximately (2/3)n> for real flavors and (8/3)n’
for complex flavors.

?hptri

Computes the inverse of a complex Hermitian matrix
using packed storage.

Syntax
call chptri (uplo, n, ap, ipiv, work, info)

call zhptri (uplo, n, ap, ipiv, work, info)

Description

This routine computes the inverse (47') of a complex Hermitian matrix 4 using packed storage.
Before calling this routine, call ?hptrf to factorize 4.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates how the input matrix 4 has been factored:
If uplo= 'U", the array ap stores the packed Bunch-Kaufman factorization 4
= PUDU"PT,
If uplo="'L", the array ap stores the packed Bunch-Kaufman factorization 4
= PLDL"PT,

n INTEGER. The order of the matrix 4 (n = 0).
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ap, work COMPLEX for chptri
DOUBLE COMPLEX for zhptri.
Arrays:

ap (*) contains the factorization of the matrix A4,
as returned by ?hptrf.
The dimension of ap must be at least max(1,n(nt+1)/2).

work (*) is a workspace array.
The dimension of work must be at least max(1,n).

ipiv INTEGER.
Array, DIMENSTION at least max(1,n).
The ipiv array, as returned by ?hptrf.
Output Parameters
ap Overwritten by the n by n matrix 4!

info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info = i, the ith diagonal element of D is zero, D is singular, and the
inversion could not be completed.

Application Notes
The computed inverse X satisfies the following error bounds:

DU P xPU- 1| < c(n)e (|D||U" P\ x| P|Ul + |Dl|D7'])
for uplo='U"', and

|IDL"P"XPL - 1| < c(n)e (|D|| L7 P7|x] P|L| + |D||D'])

for uplo= 'L'. Here c(n) is a modest linear function of n, and € is the machine precision; /
denotes the identity matrix.

The total number of floating-point operations is approximately (2/3)n> for real flavors and (8/3)n’
for complex flavors.

The real counterpart of this routine is ?sptri.
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?trtri

Computes the inverse of a triangular matrix.

Syntax

call
call
call
call

strtri
dtrtri
ctrtri

ztrtri

Description

(uplo, diag, n, a,
(uplo, diag, n, a,
(uplo, diag, n, a,

(uplo, diag, n, a,

lda,
lda,
I1da,
lda,

info)
info)
info)

info)

This routine computes the inverse (47') of a triangular matrix A.

Input Parameters

uplo

diag

lda

CHARACTER*1. Mustbe 'U' or 'L".

Indicates whether 4 is upper or lower triangular:

If uplo='u", then 4 is upper triangular.
If uplo= 'L, then 4 is lower triangular.

CHARACTER*1. Mustbe 'N' or 'U'.

If diag= 'N", then 4 is not a unit triangular matrix.

If diag= 'U", A4 is unit triangular: diagonal elements of 4 are assumed to be 1
and not referenced in the array a.

INTEGER. The order of the matrix 4 (n = 0).

REAL for strtri

DOUBLE PRECISION for dtrtri

COMPLEX for ctrtri

DOUBLE COMPLEX for ztrtri.

Array: DIMENSION (lda,*).

Contains the matrix 4.

The second dimension of a must be at least max(1,n).

INTEGER. The first dimension of a; 1da = max(1, n).
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Output Parameters
a Overwritten by the n by n matrix 4!

info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info = i, the ith diagonal element of A4 is zero, A4 is singular, and the
inversion could not be completed.

Application Notes
The computed inverse X satisfies the following error bounds:
|xA- 1| < c(n)e|x]|4]
x-2a7[< e(n)ela’|allx]

where c(n) is a modest linear function of n; € is the machine precision;
I denotes the identity matrix.

The total number of floating-point operations is approximately (1/3)n> for real flavors and (4/3)n’
for complex flavors.

?tptri

Computes the inverse of a triangular matrix using
packed storage.

Syntax
call stptri (uplo, diag, n, ap, info
call dtptri (uplo, diag, n, ap, info

call ctptri (uplo, diag, n, ap, info

—~ o~ o~~~
R

call ztptri (uplo, diag, n, ap, info

Description

This routine computes the inverse (47') of a packed triangular matrix A4.

3-132



LAPACK Routines: Linear Equations 3

Input Parameters
uplo CHARACTER*1. Mustbe 'U" or 'L".
Indicates whether 4 is upper or lower triangular:
If uplo='uU", then 4 is upper triangular.
If uplo= 'L, then 4 is lower triangular.
diag CHARACTER*1. Mustbe 'N' or 'U".
If diag= 'N", then 4 is not a unit triangular matrix.

If diag= 'U"', 4 is unit triangular: diagonal elements of 4 are assumed to be 1
and not referenced in the array ap.

n INTEGER. The order of the matrix 4 (n = 0).

ap REAL for stptri
DOUBLE PRECISION for dtptri
COMPLEX for ctptri
DOUBLE COMPLEX for ztptri.

Array: DIMENSION at least max(1,n(n+1)/2).
Contains the packed triangular matrix A4.

Output Parameters
ap Overwritten by the packed n by n matrix 47"

info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info = i, the ith diagonal element of A4 is zero, A4 is singular, and the
inversion could not be completed.

Application Notes
The computed inverse X satisfies the following error bounds:
|xa- 1| < c(n)e|x]|Al
[x-a"|< c(n)ela’llal|x]

where c(n) is a modest linear function of n; € is the machine precision;
I denotes the identity matrix.

The total number of floating-point operations is approximately (1/3)n3 for real flavors and (4/3)n3

for complex flavors.
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Routines for Matrix Equilibration

Routines described in this section are used to compute scaling factors needed to equilibrate a
matrix. Note that these routines do not actually scale the matrices.

?geequ

Computes row and column scaling factors intended to
equilibrate a matrix and reduce its condition number.

Syntax

call sgeequ
call dgeequ
call cgeequ

call zgeequ

Description

(m, n, a, lda, r, c¢, rowcnd, colcnd, amax, info)
(m, n, a, 1lda, r, c¢, rowcnd, colcnd, amax, 1info)
(m, n, a, lda, r, c¢, rowcnd, colcnd, amax, info)

(m, n, a, 1lda, r, ¢, rowcnd, colcnd, amax, 1info)

This routine computes row and column scalings intended to equilibrate an m-by-n matrix 4 and
reduce its condition number. The output array r returns the row scale factors and the array c the
column scale factors. These factors are chosen to try to make the largest element in each row and
column of the matrix B with elements b;=r(i)*a;* c(j) have absolute value 1.

Input Parameters

m

n

lda
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INTEGER. The number of rows of the matrix A, m 20.

INTEGER. The number of columns of the matrix A,
n =0

REAL for sgeequ

DOUBLE PRECISION for dgeequ
COMPLEX for cgeequ

DOUBLE COMPLEX for zgeequ.

Array: DIMENSION (1da, *).
Contains the m-by-n matrix 4 whose equilibration factors are to be computed.
The second dimension of a must be at least max(1,n).

INTEGER. The leading dimension of a; 1da = max(1, m).
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Output Parameters

r, C

rowcnd

colcnd

amax

info

REAL for single precision flavors;

DOUBLE PRECISION for double precision flavors.

Arrays: r(m), c(n).

If info=0, or info > m, the array r contains the row scale factors of the
matrix 4.

If info=0, the array c contains the column scale factors of the matrix 4.

REAL for single precision flavors;
DOUBLE PRECISION for double precision flavors.
If info=0or info> m, rowcnd contains the ratio of the smallest =(i) to the

largest r(i).

REAL for single precision flavors;
DOUBLE PRECISION for double precision flavors.
If info=0, colcnd contains the ratio of the smallest (i) to the largest c(i).

REAL for single precision flavors;
DOUBLE PRECISION for double precision flavors.
Absolute value of the largest element of the matrix A.

INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info=1i and
i< m, the ith row of 4 is exactly zero;
1> m, the (i-m)th column of 4 is exactly zero.

Application Notes

All the components of r and c are restricted to be between SMLNUM = smallest safe number
and BIGNUM = largest safe number. Use of these scaling factors is not guaranteed to reduce the
condition number of 4 but works well in practice.

If rowend 2 0.1 and amax is neither too large nor too small, it is not worth scaling by r. If
colcend 2 0.1, it is not worth scaling by c.

If amax is very close to overflow or very close to underflow, the matrix 4 should be scaled.

3-135



3 Intel® Math Kernel Library Reference Manual

?gbequ

Computes row and column scaling factors intended to
equilibrate a band matrix and reduce its condition
number.

Syntax
call sgbequ (m, n, k1, ku, ab, ldab, r, c, rowcnd, colcnd, amax, info
call dgbequ (m, n, k1, ku, ab, ldab, r, c, rowcnd, colcnd, amax, info

call cgbequ (m, n, k1, ku, ab, ldab, r, c, rowcnd, colcnd, amax, info

= DD

call zgbequ (m, n, k1, ku, ab, ldab, r, c, rowcnd, colcnd, amax, info

Description

This routine computes row and column scalings intended to equilibrate an m-by-n band matrix 4
and reduce its condition number. The output array r returns the row scale factors and the array ¢
the column scale factors. These factors are chosen to try to make the largest element in each row
and column of the matrix B with elements bij=r(i)*aij* c(j) have absolute

value 1.

Input Parameters

m INTEGER. The number of rows of the matrix A, m =0.
n INTEGER. The number of columns of the matrix A,

n 20.
k1 INTEGER. The number of sub-diagonals within the band of 4 (k1 > 0).
ku INTEGER. The number of super-diagonals within the band of 4 (ku = 0).
ab REAL for sgbequ

DOUBLE PRECISION for dgbequ
COMPLEX for cgbequ
DOUBLE COMPLEX for zgbequ.

Array, DIMENSION (ldab,*).
Contains the original band matrix 4 stored in rows
from 1 to k1+ ku+ 1.

The second dimension of ab must be at least max(1,n);
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ldab

INTEGER. The leading dimension of ab,
ldab 2 kltkutl.

Output Parameters

r, c

rowcnd

colcnd

amax

info

REAL for single precision flavors;

DOUBLE PRECISION for double precision flavors.

Arrays: r(m), c(n).

If info=0, or info > m, the array r contains the row scale factors of the
matrix 4.

If info=0, the array c contains the column scale factors of the matrix 4.

REAL for single precision flavors;

DOUBLE PRECISION for double precision flavors.

If info=0or info> m, rowcnd contains the ratio of the smallest =(i) to the
largest r(i).

REAL for single precision flavors;
DOUBLE PRECISION for double precision flavors.
If info=0, colcnd contains the ratio of the smallest c(i) to the largest c(i).

REAL for single precision flavors;
DOUBLE PRECISION for double precision flavors.
Absolute value of the largest element of the matrix A.

INTEGER.
If info =0, the execution is successful.
If info = -1, the ith parameter had an illegal value.
If info=1 and
i< m, the ith row of 4 is exactly zero;
1> m, the (i-m)th column of 4 is exactly zero.

Application Notes

All the components of r and c are restricted to be between SMLNUM = smallest safe number
and BIGNUM = largest safe number. Use of these scaling factors is not guaranteed to reduce the
condition number of 4 but works well in practice.

If rowend 2 0.1 and amax is neither too large nor too small, it is not worth scaling by r. If
colcend 2 0.1, it is not worth scaling by c.

If amax is very close to overflow or very close to underflow, the matrix 4 should be scaled.
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?poequ

Computes row and column scaling factors intended to
equilibrate a symmetric (Hermitian) positive definite
matrix and reduce its condition number.
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Syntax
call spoequ (n, a, lda, s, scond, amax, info
call dpoequ (n, a, lda, s, scond, amax, info

call cpoequ (n, a, lda, s, scond, amax, info

= D D=

call zpoequ (n, a, lda, s, scond, amax, info

Description

This routine computes row and column scalings intended to equilibrate a symmetric (Hermitian)
positive definite matrix 4 and reduce its condition number (with respect to the two-norm). The
output array s returns scale factors computed as

1

a; i

s(i) =

These factors are chosen so that the scaled matrix B with elements b;=s(i)*a;;* s(j) has diagonal
elements equal to 1.

This choice of s puts the condition number of B within a factor n of the smallest possible
condition number over all possible diagonal scalings.

Input Parameters
n INTEGER. The order of the matrix A, n =0.

a REAL for spoequ
DOUBLE PRECISION for dpoequ
COMPLEX for cpoequ
DOUBLE COMPLEX for zpoequ.



LAPACK Routines: Linear Equations 3

lda

Array: DIMENSION (1da, *).

Contains the n-by-n symmetric or Hermitian positive definite matrix 4 whose
scaling factors are to be computed. Only diagonal elements of 4 are
referenced.

The second dimension of a must be at least max(1,n).

INTEGER. The leading dimension of a; 1da = max(1, m).

Output Parameters

S

scond

amax

info

REAL for single precision flavors;

DOUBLE PRECISION for double precision flavors.
Array, DIMENSION (n).

If info=0, the array s contains the scale factors for A.

REAL for single precision flavors;
DOUBLE PRECISION for double precision flavors.
If info=0, scond contains the ratio of the smallest s(i) to the largest s(i).

REAL for single precision flavors;
DOUBLE PRECISION for double precision flavors.
Absolute value of the largest element of the matrix A4.

INTEGER.

If info =0, the execution is successful.

If info= -1, the ith parameter had an illegal value.

If info= i, the ith diagonal element of 4 is nonpositive.

Application Notes

If scond 2 0.1 and amax is neither too large nor too small, it is not worth scaling by s.

If amax is very close to overflow or very close to underflow, the matrix 4 should be scaled.
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?ppequ
Computes row and column scaling factors intended to

equilibrate a symmetric (Hermitian) positive definite
matrix in packed storage and reduce its condition

number.
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Syntax
call sppequ (uplo, n, ap, s, scond, amax, info
call dppequ (uplo, n, ap, s, scond, amax, info

call cppequ (uplo, n, ap, s, scond, amax, info

R N

call zppequ (uplo, n, ap, s, scond, amax, info

Description

This routine computes row and column scalings intended to equilibrate a symmetric (Hermitian)
positive definite matrix 4 in packed storage and reduce its condition number (with respect to the
two-norm). The output array s returns scale factors computed as

1

N

These factors are chosen so that the scaled matrix B with elements b;=s(i)*a;;* s(j) has diagonal
elements equal to 1.

s(i) =

This choice of s puts the condition number of B within a factor n of the smallest possible
condition number over all possible diagonal scalings.

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L".
Indicates whether the upper or lower triangular part of 4 is packed in the array
ap:

If uplo='uU", the array ap stores the upper triangular part of the matrix 4.
If uplo='L", the array ap stores the lower triangular part of the matrix 4.
n INTEGER. The order of matrix A (n = 0).
ap REAL for sppequ
DOUBLE PRECISION for dppequ
COMPLEX for cppequ
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DOUBLE COMPLEX for zppequ.

Array, DIMENSION at least max(1,n(n+1)/2).

The array ap contains either the upper or the lower triangular part of the matrix
A (as specified by uplo) in packed storage (see Matrix Storage Schemes).

Output Parameters

s REAL for single precision flavors;
DOUBLE PRECISION for double precision flavors.
Array, DIMENSION (n).
If info=0, the array s contains the scale factors for A.

scond REAL for single precision flavors;
DOUBLE PRECISION for double precision flavors.
If info=0, scond contains the ratio of the smallest s(i) to the largest s(i).

amax REAL for single precision flavors;
DOUBLE PRECISION for double precision flavors.
Absolute value of the largest element of the matrix A.

info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info= i, the ith diagonal element of 4 is nonpositive.

Application Notes
If scond 2 0.1 and amax is neither too large nor too small, it is not worth scaling by s.

If amax is very close to overflow or very close to underflow, the matrix 4 should be scaled.

?pbequ
Computes row and column scaling factors intended to

equilibrate a symmetric (Hermitian) positive definite
band matrix and reduce its condition number.

Syntax
call spbequ (uplo, n, kd, ab, ldab, s, scond, amax, info)

call dpbequ (uplo, n, kd, ab, ldab, s, scond, amax, 1info)
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call cpbequ (uplo, n, kd, ab, ldab, s, scond, amax, info)

call zpbequ (uplo, n, kd, ab, ldab, s, scond, amax, info)

Description

This routine computes row and column scalings intended to equilibrate a symmetric (Hermitian)
positive definite matrix 4 in packed storage and reduce its condition number (with respect to the
two-norm). The output array s returns scale factors computed as

1
N8 i

These factors are chosen so that the scaled matrix B with elements b;=s(i)*a;;* s(j) has diagonal
elements equal to 1.

This choice of s puts the condition number of B within a factor n of the smallest possible
condition number over all possible diagonal scalings.

s(i) =

Input Parameters

uplo CHARACTER*1. Mustbe 'U' or 'L".
Indicates whether the upper or lower triangular part of 4 is packed in the array
ab:

If uplo='u", the array ab stores the upper triangular part of the matrix 4.
If uplo= 'L, the array ab stores the lower triangular part of the matrix 4.

n INTEGER. The order of matrix A (n=0).

kd INTEGER. The number of super-diagonals or sub-diagonals in the matrix 4
(kd = 0).

ab REAL for spbequ

DOUBLE PRECISION for dpbequ

COMPLEX for cpbequ

DOUBLE COMPLEX for zpbequ.

Array, DIMENSION (1dab,*).

The array ap contains either the upper or the lower triangular part of the matrix
A (as specified by uplo) in band storage (see Matrix Storage Schemes).

The second dimension of ab must be at least max(1, n).

ldab INTEGER. The leading dimension of the array ab.
(1dab > kd +1).
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Output Parameters

s REAL for single precision flavors;
DOUBLE PRECISION for double precision flavors.
Array, DIMENSION (n).
If info=0, the array s contains the scale factors for A.

scond REAL for single precision flavors;
DOUBLE PRECISION for double precision flavors.
If info=0, scond contains the ratio of the smallest s(i) to the largest s(i).

amax REAL for single precision flavors;
DOUBLE PRECISION for double precision flavors.
Absolute value of the largest element of the matrix A.

info INTEGER.
If info =0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info= 1, the ith diagonal element of 4 is nonpositive.

Application Notes
If scond 2 0.1 and amax is neither too large nor too small, it is not worth scaling by s.

If amax is very close to overflow or very close to underflow, the matrix 4 should be scaled.
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Driver Routines

Table 3-3 lists the LAPACK driver routines for solving systems of linear equations with real or
complex matrices.

Table 3-3 Driver Routines for Solving Systems of Linear Equations
Matrix type, Simple Driver Expert Driver
storage scheme
general ?gesv ?gesvx
general band ?gbsv ?gbsvx
general tridiagonal 2gtsv ?gtsvx
symmetric/Hermitian ?posv ?pOSVX

positive-definite

symmetric/Hermitian ?ppsv ?PPSVvX
positive-definite,

packed storage

symmetric/Hermitian ?pbsv ?pbsvx
positive-definite,

band

symmetric/Hermitian ?ptsv ?ptsvx
positive-definite,

tridiagonal

symmetric/Hermitian ?gysv/?hesv ?sysvx /?hesvx
indefinite

symmetric/Hermitian ?spsv./?hpsv ?spsvx /?hpsvx
indefinite,

packed storage

complex symmetric ?sysv ?8YysSvx
complex symmetric, ?Spsv ?SpPSVX

packed storage

In this table ? stands for s (single precision real), d (double precision real),
c (single precision complex), or z (double precision complex).
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?gesv

Computes the solution to the system of linear equations
with a square matrix A and multiple right-hand sides.

Syntax

call sgesv
call dgesv
call cgesv

call zgesv

Description

nrhs, a, lda, ipiv, b, 1db, info)
nrhs, a, lda, ipiv, b, 1db, info)
nrhs, a, lda, ipiv, b, 1db, info)
nrhs, a, lda, ipiv, b, 1db, info)

This routine solves for X the system of linear equations AX = B, where A is an n-by-n matrix, the
columns of matrix B are individual right-hand sides, and the columns of X are the corresponding

solutions.

The LU decomposition with partial pivoting and row interchanges is used to factor4 as 4=P L
U, where P is a permutation matrix, L is unit lower triangular, and U is upper triangular. The
factored form of 4 is then used to solve the system of equations 4AX = B.

Input Parameters

INTEGER. The order of 4; the number of rows in B
(n=0).

INTEGER. The number of right-hand sides; the number of columns in B
(nrhs 2 0).

REAL for sgesv

DOUBLE PRECISION for dgesv
COMPLEX for cgesv

DOUBLE COMPLEX for zgesv.
Arrays: a(lda,*), b(1db, *).

The array a contains the matrix 4.

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

The second dimension of a must be at least max(1,n), the second dimension of
b at least max(1,nrhs).
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1da
1db

INTEGER. The first dimension of a; 1da > max(1, n).

INTEGER. The first dimension of b; 1db = max(1, n).

Output Parameters

a Overwritten by the factors L and U from the factorization of 4 = P L U, the unit
diagonal elements of L are not stored .

b Overwritten by the solution matrix X.

ipiv INTEGER.
Array, DIMENSION at least max(1,n).
The pivot indices that define the permutation matrix P; row i of the matrix was
interchanged with row ipiv(i).

info INTEGER. If info=0, the execution is successful.
If info = -1, the ith parameter had an illegal value.
If info= 1, U(4,1) is exactly zero. The factorization has been completed, but
the factor U is exactly singular, so the solution could not be computed.

?gesvx

Computes the solution to the system of linear equations
with a square matrix A and multiple right-hand sides,
and provides error bounds on the solution.

Syntax

call sgesvx (fact, trans, n, nrhs, a, lda, af, ldaf, ipiv, equed, r, c,

b, 1ldb, x,

ldx, rcond, ferr, berr, work, iwork, info)

call dgesvx (fact, trans, n, nrhs, a, lda, af, ldaf, ipiv, equed, r, c,

b, 1db, x,

1dx, rcond, ferr, berr, work, iwork, info)

call cgesvx (fact, trans, n, nrhs, a, lda, af, ldaf, ipiv, equed, r, c,

b, 1ldb, x,

ldx, rcond, ferr, berr, work, rwork, info)

call zgesvx (fact, trans, n, nrhs, a, lda, af, ldaf, ipiv, equed, r, c,

b, 1db, x,
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Description

This routine uses the LU factorization to compute the solution to a real or complex system of
linear equations AX = B, where A is an n-by-n matrix, the columns of matrix B are individual
right-hand sides, and the columns of X are the corresponding solutions.

Error bounds on the solution and a condition estimate are also provided.
The routine ?gesvx performs the following steps:

1. If fact ='E', real scaling factors r and c are computed to equilibrate
the system:

trans='N": diag(r)*A4*diag(c) *diag(c)'*X = diag(r)*B
trans='T" (diag(r)*A4*diag(c))’ *diag(r)'*X = diag(c)*B
trans="'C" (diag(r)*A*diag(c))H *diag(r)'l*X= diag(c)*B

Whether or not the system will be equilibrated depends on the scaling of the matrix 4, but if
equilibration is used, 4 is overwritten by diag(r)* A *diag(c) and B by diag(r)*B (if trans='N'") or
diag(c)*B (if trans="'T' or 'C").

2.If fact ='N'or 'E', the LU decomposition is used to factor the matrix 4 (after equilibration if

fact ='E'")as 4 = P L U, where P is a permutation matrix, L is a unit lower triangular matrix, and
U is upper triangular.

3. If some U; ; =0, so that U is exactly singular, then the routine returns with info=1.
Otherwise, the factored form of 4 is used to estimate the condition number of the matrix 4. If the
reciprocal of the condition number is less than machine precision, info=n + 1 is returned as a
warning, but the routine still goes on to solve for X and compute error bounds as described below.

4. The system of equations is solved for X using the factored form of 4.

5. Iterative refinement is applied to improve the computed solution matrix and calculate error
bounds and backward error estimates for it.

6. If equilibration was used, the matrix X is premultiplied by diag(c) (if trans ='N'") or diag(r) (if
trans ='T' or 'C") so that it solves the original system before equilibration.

Input Parameters

fact CHARACTER*1. Mustbe 'F', 'N',or 'E'.

Specifies whether or not the factored form of the matrix A4 is supplied on entry,
and if not, whether the matrix 4 should be equilibrated before it is factored.
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trans

n

nrhs

a,af,b,work

1da

If fact ='F': onentry, af and ipiv contain the factored form of 4. If
equed is not 'N', the matrix 4 has been equilibrated with scaling factors given
by rand c.

a, af, and ipiv are not modified.

If fact = 'N', the matrix 4 will be copied to af and factored.
If fact = ', the matrix 4 will be equilibrated if necessary, then copied to af
and factored.

CHARACTER*1. Mustbe 'N', 'T', or 'C"'.
Specifies the form of the system of equations:

If trans = 'N', the system has the form 4 X=B

(No transpose);

If trans = 'T", the system has the form A" xX=B (Transpose);

If trans='c', the system has the form A" X =B (Conjugate transpose);

INTEGER. The number of linear equations; the order of the matrix 4 (n = 0).

INTEGER. The number of right hand sides; the number of columns of the
matrices B and X (nrhs 2 0).

REAL for sgesvx

DOUBLE PRECISION for dgesvx

COMPLEX for cgesvx

DOUBLE COMPLEX for zgesvx.

Arrays: a(1da,*), af(1daf,*), b(1db,*), work(*).

The array a contains the matrix 4. If fact ='F' and equed is not 'N', then 4
must have been equilibrated by the scaling factors in r and/or c. The second
dimension of a must be at least max(1,n).

The array af is an input argument if fact ='F'. It contains the factored form
of the matrix 4, i.e., the factors L and U from the factorization A = P L U as
computed by ?getrf. If equed is not 'N', then af is the factored form of the
equilibrated matrix 4. The second dimension of af must be at least max(1,n).
The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations. The second dimension of b must be at least
max(1,nrhs).

work (*) is a workspace array.
The dimension of work must be at least max(1,4*n) for real flavors, and at
least max(1,2*n) for complex flavors.

INTEGER. The first dimension of a; 1da > max(1, n).
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ldaf
1db

ipiv

equed

1dx

iwork

INTEGER. The first dimension of af; 1daf > max(1, n).
INTEGER. The first dimension of b; 1db = max(1, n).

INTEGER.

Array, DIMENSION at least max(1,n).

The array ipivis an input argument if fact ='F'.

It contains the pivot indices from the factorization

A =P L Uascomputed by 2getrf; row i of the matrix was interchanged with
row ipiv(i).

CHARACTER*1. Mustbe 'N', 'R', 'C',Or 'B'.

equed is an input argument if fact ='F'. It specifies the form of equilibration
that was done:

If equed = 'N', no equilibration was done (always

true if fact ='N");

If equed = 'R', row equilibration was done and A4 has been premultiplied by
diag(r);

If equed= ', column equilibration was done and 4 has been postmultiplied
by diag(c);

If equed = 'B"', both row and column equilibration was done; 4 has been
replaced by diag(r)*A4*diag(c).

REAL for single precision flavors;

DOUBLE PRECISION for double precision flavors.

Arrays: r(n), c(n).

The array r contains the row scale factors for 4, and the array ¢ contains the
column scale factors for 4. These arrays are input arguments if fact ='F' only;
otherwise they are output arguments.

If equed= 'R or 'B', 4 is multiplied on the left by diag(r); if equed = 'N"
or 'C', ris not accessed.

If fact ='F'and equed= 'R' or 'B', each element of r must be positive.

If equed='C' or 'B', 4 is multiplied on the right by diag(c); if equed= 'N'
or 'R', cis not accessed.
If fact ='F'and equed= 'C' or 'B', each element of c must be positive.

INTEGER. The first dimension of the output array x; 1dx = max(1, n).

INTEGER.
Workspace array, DIMENSTON at least max(1, n); used in real flavors only.
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rwork

REAL for single precision flavors;

DOUBLE PRECISION for double precision flavors.

Workspace array, DIMENSION at least max(1, 2#*n); used in complex flavors
only.

Output Parameters

X

af

rcond
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REAL for sgesvx

DOUBLE PRECISION for dgesvx
COMPLEX for cgesvx

DOUBLE COMPLEX for zgesvx.
Array, DIMENSION (1dx, *).

If info=0or info= ntl, the array x contains the solution matrix X to the
original system of equations. Note that 4 and B are modified on exit if equed
# 'N', and the solution to the equilibrated system is:

diag(c)'l*X, if trans= 'N' and equed="'C"' or 'B"'; diag(r)'l*X, if
trans="'T' or 'C' and equed= 'R' Or 'B"'.

The second dimension of x must be at least max(1,nrhs).

Array a is not modified on exit if fact ='F' or 'N', or if fact ='E' and equed
='N"

If equed # 'N', A is scaled on exit as follows:

equed='R': A=diag(r)*4

equed='C': A= A*diag(c)

equed='B': A =diag(r)*4*diag(c)

If fact ='N'or 'E', then af is an output argument and on exit returns the
factors L and U from the factorization 4 = P L U of the original matrix A(if
fact ='N") or of the equilibrated matrix 4 (if fact ='E"). See the description
of a for the form of the equilibrated matrix.

Overwritten by diag(r)* B if trans="'N' and

equed= 'R' Or 'B';

overwritten by diag(c)*B if trans="'T' and equed= 'C' or 'B';
not changed if equed= 'N".

These arrays are output arguments if fact #'F'.
See the description of r, ¢ in Input Arguments section.

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

An estimate of the reciprocal condition number of the matrix 4 after
equilibration (if done). The routine sets rcond =0 if the estimate underflows;
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ferr, berr

ipiv

equed

work, rwork

info

in this case the matrix is singular (to working precision). However, anytime
rcond is small compared to 1.0,

for the working precision, the matrix may be poorly conditioned or even
singular.

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and relative backward errors, respectively, for each solution vector.

If fact="N'or 'E', then ipivis an output argument and on exit contains the
pivot indices from the factorization 4 = P L U of the original matrix A(if fact
='N") or of the equilibrated matrix 4 (if fact ='E").

If fact #'F', then equed is an output argument. It specifies the form of
equilibration that was done (see the description of equed in Input Arguments
section).

On exit, work(1) for real flavors, or rwork(1) for complex flavors, contains
the reciprocal pivot growth factor norm(4)/norm(U). The "max absolute
element" norm is used. If work(1) for real flavors, or rwork(1) for complex
flavors is much less than 1, then the stability of the LU factorization of the
(equilibrated) matrix 4 could be poor. This also means that the solution x,
condition estimator rcond, and forward error bound ferr could be unreliable.
If factorization fails with

0 < info < n, then work(1) for real flavors, or rwork(1) for complex flavors
contains the reciprocal pivot growth factor for the leading info columns of 4.

INTEGER. If info=0, the execution is successful.

If info= -1, the ith parameter had an illegal value.

If info=i,and i < n,then U(4,1) is exactly zero. The factorization has been
completed, but the factor U is exactly singular, so the solution and error
bounds could not be computed; rcond = 0 is returned.

If info=1i,and 1 =n +1, then U is nonsingular, but rcond is less than
machine precision, meaning that the matrix is singular to working precision.
Nevertheless, the solution and error bounds are computed because there are a
number of situations where the computed solution can be more accurate than
the value of rcond would suggest.
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?gbsv

Computes the solution to the system of linear equations
with a band matrix A and multiple right-hand sides.

3-152

Syntax

call sgbsv
call dgbsv
call cgbsv
call zgbsv

Description

k1, ku, nrhs, ab, ldab, ipiv, b, 1db, info)
k1, ku, nrhs, ab, ldab, ipiv, b, 1ldb, info)
k1, ku, nrhs, ab, ldab, ipiv, b, 1db, info)
k1, ku, nrhs, ab, ldab, ipiv, b, 1ldb, info)

This routine solves for X the real or complex system of linear equations
AX = B, where A is an n-by-n band matrix with k1 subdiagonals and ku superdiagonals, the
columns of matrix B are individual right-hand sides, and the columns of X are the corresponding

solutions.

The LU decomposition with partial pivoting and row interchanges is used to factor4 as 4= L U,
where L is a product of permutation and unit lower triangular matrices with k1 subdiagonals, and
U is upper triangular with k1+ku superdiagonals. The factored form of A4 is then used to solve the
system of equations 4X = B.

Input Parameters

n

k1
ku

nrhs

ab, b

INTEGER. The order of 4; the number of rows in B

(n=0).

INTEGER. The number of sub-diagonals within the band of 4 (k1 > 0).
INTEGER. The number of super-diagonals within the band of 4 (ku = 0).

INTEGER. The number of right-hand sides; the number of columns in B
(nrhs 2 0).

REAL for sgbsv

DOUBLE PRECISION for dgbsv

COMPLEX for cgbsv

DOUBLE COMPLEX for zgbsv.

Arrays: ab(1dab, *), b(ldb,*).

The array ab contains the matrix 4 in band storage
(see Matrix Storage Schemes).
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ldab

1db

The second dimension of ab must be at least max(1, n).

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

The second dimension of b must be at least max(1,nrhs).

INTEGER. The first dimension of the array ab.
(1dab>2k1+ ku+1)

INTEGER. The first dimension of b; 1db = max(1, n).

Output Parameters

ab Overwritten by L and U. The diagonal and k1 + ku super-diagonals of U are
stored in the first 1 + k1 + ku rows of ab. The multipliers used to form L are
stored in the next k1 rows.

b Overwritten by the solution matrix X.

ipiv INTEGER.
Array, DIMENSION at least max(1,n).
The pivot indices: row i was interchanged with row ipiv(1).

info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info= 1, U(4,1) is exactly zero. The factorization has been completed, but
the factor U is exactly singular, so the solution could not be computed.

?gbsvx

Computes the solution to the real or complex system of
linear equations with a band matrix A and multiple
right-hand sides, and provides error bounds on the

solution.

call sgbsvx
equed,

call dgbsvx
equed,

call cgbsvx
equed,

(fact, trans, n, k1, ku, nrhs, ab, ldab, afb, ldafb, ipiv,
c, b, 1db, x, 1dx, rcond, ferr, berr, work, iwork, info)
(fact, trans, n, k1, ku, nrhs, ab, ldab, afb, ldafb, ipiv,
c, b, 1db, x, 1dx, rcond, ferr, berr, work, iwork, info)
(fact, trans, n, k1, ku, nrhs, ab, ldab, afb, ldafb, ipiv,
c, b, 1db, x, 1ldx, rcond, ferr, berr, work, rwork, info)
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call zgbsvx (fact, trans, n, k1, ku, nrhs, ab, ldab, afb, ldafb, ipiv,
equed, r, ¢, b, 1ldb, x, 1ldx, rcond, ferr, berr, work, rwork, info)

Description

This routine uses the LU factorization to compute the solution to a real or complex system of
linear equations 4X = B, ATx = B, or Ay = B, where A is a band matrix of order n with k1
subdiagonals and ku superdiagonals, the columns of matrix B are individual right-hand sides, and
the columns of X are the corresponding solutions.

Error bounds on the solution and a condition estimate are also provided.
The routine ?gbsvx performs the following steps:

1. If fact ='E', real scaling factors r and c are computed to equilibrate
the system:

trans='N": diag(r)*4*diag(c) *diag(c)'*X = diag(r)*B
trans='T" (diag(r)*A4*diag(c))’ *diag(x)'*X = diag(c)*B
trans="'C" (diag(r)*A*diag(c))H *diag(r)'l*X= diag(c)*B

Whether or not the system will be equilibrated depends on the scaling of the matrix 4, but if
equilibration is used, 4 is overwritten by diag(r)* A *diag(c) and B by diag(r)*B (if trans='N'") or
diag(c)*B (if trans ="T' or 'C").

2.If fact ='N'or 'E', the LU decomposition is used to factor the matrix 4 (after equilibration if
fact ='"E')as A = L U, where L is a product of permutation and unit lower triangular matrices
with k1 subdiagonals, and U is upper triangular with k1+ku superdiagonals.

3. If some U; ; =0, so that U is exactly singular, then the routine returns with info = 1.
Otherwise, the factored form of 4 is used to estimate the condition number of the matrix 4. If the
reciprocal of the condition number is less than machine precision, info=n + 1 is returned as a
warning, but the routine still goes on to solve for X and compute error bounds as described below.

4. The system of equations is solved for X using the factored form of 4.

5. Iterative refinement is applied to improve the computed solution matrix and calculate error
bounds and backward error estimates for it.

6. If equilibration was used, the matrix X is premultiplied by diag(c) (if trans ='N'") or diag(r) (if
trans ='T' or 'C") so that it solves the original system before equilibration.
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Input Parameters

fact

trans

n

k1
ku

nrhs

ab,afb, b, work

CHARACTER*1. Mustbe 'F', 'N', or 'E'.

Specifies whether or not the factored form of the matrix A4 is supplied on entry,
and if not, whether the matrix 4 should be equilibrated before it is factored.

If fact = 'F': onentry, afrb and ipiv contain the factored form of 4. If
equed is not 'N', the matrix 4 has been equilibrated with scaling factors given
by rand c.

ab, afb, and ipiv are not modified.

If fact = 'N', the matrix 4 will be copied to afb and factored.
If fact = 'E', the matrix 4 will be equilibrated if necessary, then copied to
arb and factored.

CHARACTER*1. Mustbe 'N', 'T', or 'C"'.
Specifies the form of the system of equations:

If trans = 'N', the system has the form 4 X=B

(No transpose);

If trans='T', the system has the form A’ X=B (Transpose);

If trans='cC', the system has the form A" X =B (Conjugate transpose);

INTEGER. The number of linear equations; the order of the matrix 4 (n = 0).

INTEGER. The number of sub-diagonals within the band of 4 (k1 = 0).
INTEGER. The number of super-diagonals within the band of 4 (ku = 0).

INTEGER. The number of right hand sides; the number of columns of the
matrices B and X (nrhs 2 0).

REAL for sgesvx

DOUBLE PRECISION for dgesvx

COMPLEX for cgesvx

DOUBLE COMPLEX for zgesvx.

Arrays: a(1da,*), af(1daf,*), b(1db,*), work(*).

The array ab contains the matrix 4 in band storage

(see Matrix Storage Schemes).

The second dimension of ab must be at least max(1, n).

If fact ='F' and equed is not 'N', then 4 must have been equilibrated by the
scaling factors in r and/or c.

The array afb is an input argument if fact ='F'.
The second dimension of afb must be at least max(1,n).
It contains the factored form of the matrix A, i.e., the factors L and U from the
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ldab
ldafb

1db

ipiv

equed
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factorization 4 = L U as computed by ?gbtrf. U is stored as an upper triangular
band matrix with k1 + ku super-diagonals in the first

1 + k1 + kurows of arb. The multipliers used during the factorization are
stored in the next k1 rows.

If equed is not 'N', then a£b is the factored form of the equilibrated matrix 4.

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations. The second dimension of b must be at least
max(1,nrhs).

work (*) is a workspace array.
The dimension of work must be at least max(1,3*n) for real flavors, and at
least max(1,2*n) for complex flavors.

INTEGER. The first dimension of ab; 1dab = k1+kutl1.

INTEGER. The first dimension of afb;
ldafb 2 2*kl+kutl.

INTEGER. The first dimension of b; 1db = max(1, n).

INTEGER.

Array, DIMENSION at least max(1,n).

The array ipivis an input argument if fact ='F'.

It contains the pivot indices from the factorization

A= L Uas computed by 2gbtrf; row i of the matrix was interchanged with
row ipiv(i).

CHARACTER*1. Mustbe 'N', 'R', 'C', or 'B".

equed is an input argument if fact ='F'. It specifies the form of equilibration
that was done:

If equed = 'N', no equilibration was done (always

true if fact ='N");

If equed = 'R', row equilibration was done and A4 has been premultiplied by
diag(x);

If equed= ', column equilibration was done and 4 has been postmultiplied
by diag(c);

If equed = 'B", both row and column equilibration was done; A4 has been
replaced by diag(r)*A4*diag(c).

REAL for single precision flavors;

DOUBLE PRECISION for double precision flavors.

Arrays: r(n), c(n).

The array r contains the row scale factors for 4, and the array ¢ contains the
column scale factors for 4. These arrays are input arguments if fact ='F' only;
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1dx

iwork

rwork

otherwise they are output arguments.

If equed= 'R or 'B', 4 is multiplied on the left by diag(r); if equed = 'N"
or 'C', ris not accessed.

If fact ='F'and equed= 'R' or 'B', each element of r must be positive.
If equed='C' or 'B', 4 is multiplied on the right by diag(c); if equed= 'N'
or 'R', cis not accessed.

If fact ='F'and equed= 'C' or 'B', each element of c must be positive.

INTEGER. The first dimension of the output array x; 1dx = max(1, n).

INTEGER.
Workspace array, DIMENSION at least max(1, n); used in real flavors only.

REAL for single precision flavors;

DOUBLE PRECISION for double precision flavors.

Workspace array, DIMENSION at least max(1, n); used in complex flavors
only.

Output Parameters

X

ab

arb

REAL for sgbsvx

DOUBLE PRECISION for dgbsvx
COMPLEX for cgbsvx

DOUBLE COMPLEX for zgbsvx.
Array, DIMENSION (1dx, *).

If info=0or info= nt+l, the array x contains the solution matrix X to the
original system of equations. Note that 4 and B are modified on exit if equed
# 'N', and the solution to the equilibrated system is:

diag(c)'l*X, if trans= 'N' and equed= 'C"' or 'B'; diag(r)'l*X, if
trans="'T' or 'C' and equed= 'R' Or 'B"'.

The second dimension of x must be at least max(1,nrhs).

Array ab is not modified on exit if fact ="F' or 'N', or if fact ='E' and equed
='N".

If equed # 'N', A is scaled on exit as follows:

equed='R': A=diag(r)*4

equed='C': A= Ax*diag(c)

equed='B': A =diag(r)*A*diag(c)

If fact ='N'or 'E', then afb is an output argument and on exit returns
details of the LU factorization of the original matrix A(if fact ='N") or of the

equilibrated matrix 4 (if fact ='E'). See the description of ab for the form of
the equilibrated matrix.
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b

rcond

ferr, berr

ipiv

equed

work, rwork

info
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Overwritten by diag(r)*b if trans='N' and

equed="'R' Or 'B';

overwritten by diag(c)*b if trans="'T' and equed="'C' or 'B';
not changed if equed= 'N".

These arrays are output arguments if fact #'F'.
See the description of r, ¢ in Input Arguments section.

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

An estimate of the reciprocal condition number of the matrix 4 after
equilibration (if done).

If rcond is less than the machine precision (in particular, if rcond = 0), the
matrix is singular to working precision. This condition is indicated by a return
code of info> 0.

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and relative backward errors, respectively, for each solution vector.

If fact="N'or 'E', then ipivis an output argument and on exit contains the
pivot indices from the factorization 4 = L U of the original matrix A(if fact =
'N") or of the equilibrated matrix 4 (if fact ='E").

If fact #'F', then equed is an output argument. It specifies the form of
equilibration that was done (see the description of equed in Input Arguments
section).

On exit, work(1) for real flavors, or rwork(1) for complex flavors, contains
the reciprocal pivot growth factor norm(4)/norm(U). The "max absolute
element" norm is used. If work(1) for real flavors, or rwork(1) for complex
flavors is much less than 1, then the stability of the LU factorization of the
(equilibrated) matrix 4 could be poor. This also means that the solution x,
condition estimator rcond, and forward error bound ferr could be unreliable.
If factorization fails with

0 < info < n,then work(1) for real flavors, or rwork(1l) for complex flavors
contains the reciprocal pivot growth factor for the leading info columns of A4.

INTEGER. If info=0, the execution is successful.

If info= -1, the ith parameter had an illegal value.

If info=1i,and i < n,then U(4,1) is exactly zero. The factorization has been
completed, but the factor U is exactly singular, so the solution and error
bounds could not be computed; rcond = 0 is returned.

If info=1i,and i =n +1, then U is nonsingular, but rcond is less than
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machine precision, meaning that the matrix is singular to working precision.
Nevertheless, the solution and error bounds are computed because there are a
number of situations where the computed solution can be more accurate than
the value of rcond would suggest.

?gtsv

Computes the solution to the system of linear equations
with a tridiagonal matrix A and multiple right-hand

sides.

Syntax

call sgtsv (n,
call dgtsv (n,
call cgtsv (n,
call zgtsv (n,

Description

nrhs, dl, d, du, b, 1db, info)
nrhs, dl, d, du, b, 1db, info)
nrhs, dl, d, du, b, 1db, info)
nrhs, dl, d, du, b, 1db, info)

This routine solves for X the system of linear equations AX = B, where A is an n-by-n tridiagonal
matrix, the columns of matrix B are individual right-hand sides, and the columns of X are the
corresponding solutions.

The routine uses Gaussian elimination with partial pivoting.

Note that the equation 47X =B may be solved by interchanging the order of the arguments du

and d1.

Input Parameters

n

nrhs

dl, d, du, b

INTEGER. The order of 4; the number of rows in B
(n=0).

INTEGER. The number of right-hand sides; the number of columns in B
(nrhs 2 0).

REAL for sgtsv

DOUBLE PRECISION for dgtsv
COMPLEX for cgtsv

DOUBLE COMPLEX for zgtsv.
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1db

Arrays: d1(n- 1), d(n), du(n - 1), b(1db, *).

The array d1 contains the (n - 1) subdiagonal elements of 4.

The array d contains the diagonal elements of A.

The array du contains the (n - 1) superdiagonal elements of 4.

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

The second dimension of b must be at least max(1,nrhs).

INTEGER. The first dimension of b; 1db = max(1, n).

Output Parameters

d1 Overwritten by the (n-2) elements of the second superdiagonal of the upper
triangular matrix U from the LU factorization of A. These elements are stored
in d1(1), ..., d1(n-2).

d Overwritten by the n diagonal elements of U.

du Overwritten by the (n-1) elements of the first superdiagonal of U.

b Overwritten by the solution matrix X.

info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info= 1, U(4,1) is exactly zero, and the solution has not been computed.
The factorization has not been completed unless i = n.

?gtsvx

Computes the solution to the real or complex system of
linear equations with a tridiagonal matrix A and
multiple right-hand sides, and provides error bounds on

the solution.

Syntax

call sgtsvx

(fact, trans, n, nrhs, dl, d, du, dlf, df, duf, du2, ipiv, b,

1db, x, 1ldx, rcond, ferr, berr, work, iwork, info)

call dgtsvx
1db, x,

call cgtsvx

(fact, trans, n, nrhs, dl, d, du, dlf, df, duf, du2, ipiv, b,
ldx, rcond, ferr, berr, work, iwork, info)

(fact, trans, n, nrhs, dl, d, du, dlf, df, duf, du2, ipiv, b,

1db, x, 1ldx, rcond, ferr, berr, work, rwork, info)
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call zgtsvx (fact, trans, n, nrhs, dl, d, du, dif, df, duf, du2, ipiv, b,
1db, x, 1ldx, rcond, ferr, berr, work, rwork, info)

Description

This routine uses the LU factorization to compute the solution to a real or complex system of
linear equations 4X = B, ATx = B, or Ay = B, where A is a tridiagonal matrix of order n, the
columns of matrix B are individual right-hand sides, and the columns of X are the corresponding
solutions.

Error bounds on the solution and a condition estimate are also provided.
The routine ?gtsvx performs the following steps:

1. If fact ='N', the LU decomposition is used to factor the matrix 4 as
A = LU, where L is a product of permutation and unit lower bidiagonal matrices and U is an upper
triangular matrix with nonzeroes in only the main diagonal and first two superdiagonals.

2.1f some U;  ; =0, so that U is exactly singular, then the routine returns with info=i.
Otherwise, the factored form of 4 is used to estimate the condition number of the matrix 4. If the
reciprocal of the condition number is less than machine precision, info=n + 1 is returned as a
warning, but the routine still goes on to solve for X and compute error bounds as described below.

3. The system of equations is solved for X using the factored form of 4.

4. Iterative refinement is applied to improve the computed solution matrix and calculate error
bounds and backward error estimates for it.

Input Parameters

fact CHARACTER*1. Mustbe 'F' or 'N'.

Specifies whether or not the factored form of the matrix 4 has been supplied on
entry.

If fact="'F': onentry, d1f, df, duf, du2, and ipiv contain the factored
form of A4; arrays d1, d, du, d1f, df, duf, du2, and ipiv will not be
modified.

If fact = 'N', the matrix 4 will be copied to d1£, df, and duf and factored.
trans CHARACTER*1. Mustbe 'N', 'T',or 'C'.

Specifies the form of the system of equations:
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n

nrhs

dl,d,du,dlf,df,

If trans = 'N', the system has the form 4 X=B

(No transpose);

If trans='T', the system has the form A" X=B (Transpose);

If trans='cC', the system has the form A" X =B (Conjugate transpose);

INTEGER. The number of linear equations; the order of the matrix 4 (n = 0).

INTEGER. The number of right hand sides; the number of columns of the
matrices B and X (nrhs 2 0).

duf,du2, b, x, work REAL for sgtsvx

1db
1ldx

DOUBLE PRECISION for dgtsvx

COMPLEX for cgtsvx

DOUBLE COMPLEX for zgtsvx.

Arrays:

d1, dimension (n- 1), contains the subdiagonal elements of 4.
d, dimension (n ), contains the diagonal elements of A.

du, dimension (n - 1), contains the superdiagonal elements of 4.

dlf, dimension (n-1).If fact ='F', then d1f is an input argument and on
entry contains the (n - 1) multipliers that define the matrix L from the LU
factorization of A4 as computed by ?>gttrf.

df, dimension (n).If fact ='F', then df is an input argument and on entry
contains the n diagonal elements of the upper triangular matrix U from the LU
factorization of A.

duf, dimension (n-1).If fact ='F', then duf is an input argument and on
entry contains the (n - 1) elements of the first super-diagonal of U.

du2, dimension (n-2).If fact ='F', then du2 is an input argument and on
entry contains the (n - 2) elements of the second super-diagonal of U.

b(1db, *) contains the right-hand side matrix B. The second dimension of b
must be at least max(1,nrhs).

x(1dx, *) contains the solution matrix X. The second dimension of x must be
at least max(1,nrhs).

work (*) is a workspace array;
the dimension of work must be at least max(1, 3*n) for real flavors and
max(1, 2*n) for complex flavors.

INTEGER. The first dimension of b; 1db = max(1, n).
INTEGER. The first dimension of x; 1dx = max(1, n).
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ipiv

iwork

rwork

INTEGER.
Array, DIMENSION at least max(1,n). If fact ='F', then ipivis an input
argument and on entry contains the pivot indices, as returned by ?gttrf.

INTEGER.
Workspace array, DIMENSION (n). Used for real flavors only.

REAL for cgtsvx
DOUBLE PRECISION for zgtsvx.
Workspace array, DIMENSION (n). Used for complex flavors only.

Output Parameters

X

dlf

df

duf

duz

ipiv

rcond

REAL for sgtsvx

DOUBLE PRECISION for dgtsvx
COMPLEX for cgtsvx

DOUBLE COMPLEX for zgtsvx.
Array, DIMENSION (ldx, *).

If info=0or info= ntl, the array x contains the solution matrix X. The
second dimension of x must be at least max(1,nrhs).

If fact ='N', then d1f is an output argument and on exit contains the (n- 1)
multipliers that define the matrix L from the LU factorization of A.

If fact ='N', then df is an output argument and on exit contains the n
diagonal elements of the upper triangular matrix U from the LU factorization
of 4.

If fact ='N', then duf is an output argument and on exit contains the (n- 1)
elements of the first super-diagonal of U.

If fact ='N', then du2 is an output argument and on exit contains the (n - 2)
elements of the second super-diagonal of U.

The array ipivis an output argument if fact ='N' and, on exit, contains the
pivot indices from the factorization

A= L U; row i of the matrix was interchanged with row ipiv(i). The value
of ipiv(i) will always be either i or i+1; ipiwv(i)=1 indicates a row
interchange was not required.

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

An estimate of the reciprocal condition number of the matrix 4.
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ferr, berr

info

If rcond is less than the machine precision (in particular, if rcond = 0), the
matrix is singular to working precision. This condition is indicated by a return
code of info> 0.

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and backward errors, respectively, for each solution vector.

INTEGER. If info=0, the execution is successful.

If info= -1, the ith parameter had an illegal value.

If info=1i,and i < n, then U(4,1) is exactly zero. The factorization has not
been completed unless i = n, but the factor U is exactly singular, so the
solution and error bounds could not be computed; rcond = 0 is returned.

If info=1i,and 1 =n +1, then U is nonsingular, but rcond is less than
machine precision, meaning that the matrix is singular to working precision.
Nevertheless, the solution and error bounds are computed because there are a
number of situations where the computed solution can be more accurate than
the value of rcond would suggest.

?posv

Computes the solution to the system of linear equations
with a symmetric or Hermitian positive definite matrix
A and multiple right-hand sides.

Syntax

call sposv
call dposv
call cposv

call zposv

Description

—~ o~ o~ o~

uplo, n, nrhs, a, lda, b, 1db, info)
uplo, n, nrhs, a, lda, b, 1db, info)
uplo, n, nrhs, a, lda, b, 1ldb, info)
uplo, n, nrhs, a, lda, b, 1db, info)

This routine solves for X the real or complex system of linear equations
AX = B, where A is an n-by-n symmetric/Hermitian positive definite matrix, the columns of
matrix B are individual right-hand sides, and the columns of X are the corresponding solutions.

The Cholesky decomposition is used to factor A as 4 = UU if uplo="u"
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or A=LL7if uplo='L", where U is an upper triangular matrix and L is a lower triangular
matrix. The factored form of 4 is then used to solve the system of equations 4AX = B.

Input Parameters

uplo

lda
1db

CHARACTER*1. Mustbe 'U' or 'L".

Indicates whether the upper or lower triangular part of 4 is stored and how 4 is
factored:

If uplo= 'u", the array a stores the upper triangular part of the matrix 4, and
A is factored as UU.

If uplo= 'L, the array a stores the lower triangular part of the matrix 4; A4 is
factored as LL".

INTEGER. The order of matrix 4 (nn=0).

INTEGER. The number of right-hand sides; the number of columns in B
(nrhs 20).

REAL for sposv

DOUBLE PRECISION for dposv

COMPLEX for cposv

DOUBLE COMPLEX for zposv.

Arrays: a(1da, *), b(1db, *).

The array a contains either the upper or the lower triangular part of the matrix
A (see uplo).

The second dimension of a must be at least max(1, n).

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

The second dimension of b must be at least max(1,nrhs).

INTEGER. The first dimension of a; 1da = max(1, n).

INTEGER. The first dimension of b; 1db = max(1, n).

Output Parameters

a

info

If info=0, the upper or lower triangular part of a is overwritten by the
Cholesky factor U or L, as specified by uplo.

Overwritten by the solution matrix X.

INTEGER. If info=0, the execution is successful.

If info= -1, the ith parameter had an illegal value.

If info = i, the leading minor of order i (and hence the matrix 4 itself) is not
positive definite, so the factorization could not be completed, and the solution
has not been computed.
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?posvx

Uses the Cholesky factorization to compute the solution
to the system of linear equations with a symmetric or
Hermitian positive definite matrix A, and provides error
bounds on the solution.

Syntax

call sposvx (fact, uplo, n, nrhs, a, lda, af, ldaf, equed, s, b, 1db, x,
1dx, rcond, ferr, berr, work, iwork, info)

call dposvx (fact, uplo, n, nrhs, a, lda, af, ldaf, equed, s, b, 1ldb, x,
1ldx, rcond, ferr, berr, work, iwork, info)

call cposvx (fact, uplo, n, nrhs, a, lda, af, ldaf, equed, s, b, 1db, x,
1ldx, rcond, ferr, berr, work, rwork, info)

call zposvx (fact, uplo, n, nrhs, a, lda, af, ldaf, equed, s, b, 1ldb, Xx,
1ldx, rcond, ferr, berr, work, rwork, info)

Description

This routine uses the Cholesky factorization A=U"U or A=LL" to compute the solution to a real
or complex system of linear equations 4AX =B, where A is a n-by-n real symmetric/Hermitian
positive definite matrix, the columns of matrix B are individual right-hand sides, and the columns
of X are the corresponding solutions.

Error bounds on the solution and a condition estimate are also provided.
The routine ?posvx performs the following steps:

1. If fact ="'E', real scaling factors s are computed to equilibrate
the system:

diag(s)*A*diag(s) *diag(s) ! *X = diag(s)*B

Whether or not the system will be equilibrated depends on the scaling of the matrix 4, but if
equilibration is used, 4 is overwritten by diag(s)*A*diag(s) and B by diag(s)*B .

2. If fact ='N' or 'E', the Cholesky decomposition is used to factor the matrix 4 (after
equilibration if fact ='E') as
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A=U"U, ifuplo= U’ or
A =LLH, ifuplo= T,
where U is an upper triangular matrix and L is a lower triangular matrix.

3. If the leading i-by-i principal minor is not positive definite, then the routine returns with info
= i. Otherwise, the factored form of 4 is used to estimate the condition number of the matrix 4. If
the reciprocal of the condition number is less than machine precision, info=n + 1 is returned as
a warning, but the routine still goes on to solve for X and compute error bounds as described
below.

4. The system of equations is solved for X using the factored form of 4.

5. Iterative refinement is applied to improve the computed solution matrix and calculate error
bounds and backward error estimates for it.

6. If equilibration was used, the matrix X is premultiplied by diag(s) so that it solves the original
system before equilibration.

Input Parameters

fact CHARACTER+*1. Mustbe 'F', 'N', or 'E'.

Specifies whether or not the factored form of the matrix A4 is supplied on entry,
and if not, whether the matrix 4 should be equilibrated before it is factored.

If fact = 'F': on entry, af contains the factored form of 4. If equed= "Y',
the matrix A4 has been equilibrated with scaling factors given by s.
a and af will not be modified.

If fact = 'N', the matrix 4 will be copied to af and factored.
If fact = ', the matrix 4 will be equilibrated if necessary, then copied to af
and factored.

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates whether the upper or lower triangular part of 4 is stored and how 4 is
factored:

If uplo= 'u", the array a stores the upper triangular part of the matrix 4, and
A is factored as U'U.

If uplo= 'L, the array a stores the lower triangular part of the matrix 4; A4 is
factored as LL".

n INTEGER. The order of matrix 4 (nn=0).
nrhs INTEGER. The number of right-hand sides; the number of columns in B
(nrhs 20).
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a,af,b,work

lda
ldaf
1db

equed
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REAL for sposvx

DOUBLE PRECISION for dposvx

COMPLEX for cposvx

DOUBLE COMPLEX for zposvx.

Arrays: a(lda,*), af(1daf,*), b(1db,*), work(*).

The array a contains the matrix 4as specified by uplo. If fact ='F' and
equed ="Y', then 4 must have been equilibrated by the scaling factors in s, and
a must contain the equilibrated matrix diag(s)*A4*diag(s). The second
dimension of a must be at least max(1,n).

The array af is an input argument if fact ='F'.

It contains the triangular factor U or L from the Cholesky factorization of 4 in
the same storage format as A. If equed is not 'N', then af is the factored form
of the equilibrated matrix diag(s)*A*diag(s). The second dimension of af
must be at least max(1,n).

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations. The second dimension of b must be at least
max(1,nrhs).

work (*) is a workspace array.
The dimension of work must be at least max(1,3*n) for real flavors, and at
least max(1,2*n) for complex flavors.

INTEGER. The first dimension of a; 1da = max(1, n).
INTEGER. The first dimension of af; 1daf > max(1, n).
INTEGER. The first dimension of b; 1db > max(1, n).

CHARACTER*1. Mustbe 'N' or 'Y'.

equed is an input argument if fact ='F'. It specifies the form of equilibration
that was done:

If equed = 'N', no equilibration was done (always

true if fact ='N');

If equed= 'Y, equilibration was done and 4 has been replaced by
diag(s)*A*diag(s).

REAL for single precision flavors;

DOUBLE PRECISION for double precision flavors.

Array, DIMENSION (n).

The array s contains the scale factors for 4. This array is an input argument if
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1dx

iwork

rwork

fact ='F' only; otherwise it is an output argument.
If equed= 'N' , sis not accessed.
If fact ='F' and equed = 'Y, each element of s must be positive.

INTEGER. The first dimension of the output array x; 1dx = max(1, n).

INTEGER.
Workspace array, DIMENSION at least max(1, n); used in real flavors only.

REAL for cposvx;

DOUBLE PRECISION for ZPOSVX.

Workspace array, DIMENSION at least max(1, n); used in complex flavors
only.

Output Parameters

X

af

rcond

REAL for sposvx

DOUBLE PRECISION for dposvx
COMPLEX for cposvx

DOUBLE COMPLEX for zposvx.
Array, DIMENSION (1dx, *).

If info=0or info= ntl, the array x contains the solution matrix X to the
original system of equations. Note that if equed= "Y', 4 and B are modified
on exit, and the solution to the equilibrated system is diag(s)™! *.X.

The second dimension of x must be at least max(1,nrhs).

Array a is not modified on exit if fact ='F' or 'N', or if fact ='E' and equed
— 'N'.

If fact ='E' and equed ="Y', 4 is overwritten by diag(s)*A*diag(s)

If fact ='N'or 'E', then af is an output argument and on exit returns the
triangular factor U or L from the Cholesky factorization A=U"U or A=LL" of
the original matrix A(if fact ='N'), or of the equilibrated matrix 4 (if fact =
'E"). See the description of a for the form of the equilibrated matrix.

Overwritten by diag(s)*B , if equed="'Y";

not changed if equed= 'N".

This array is an output argument if fact #'F' .

See the description of s in Input Arguments section.

REAL for single precision flavors.
DOUBLE PRECISION for double precision flavors.
An estimate of the reciprocal condition number of the matrix 4 after
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ferr, berr

equed

info

equilibration (if done). If rcond is less than the machine precision (in
particular, if rcond = 0), the matrix is singular to working precision. This
condition is indicated by a return code of info > 0.

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and relative backward errors, respectively, for each solution vector.

If fact #'F', then equed is an output argument. It specifies the form of
equilibration that was done (see the description of equed in Input Arguments
section).

INTEGER. If info=0, the execution is successful.

If info = -1, the ith parameter had an illegal value.

If info=i,and i < n, the leading minor of order i (and hence the matrix 4
itself) is not positive definite, so the factorization could not be completed, and
the solution and error bounds could not be computed; rcond = 0 is returned.
If info=1i,and 1 =n +1, then U is nonsingular, but rcond is less than
machine precision, meaning that the matrix is singular to working precision.
Nevertheless, the solution and error bounds are computed because there are a
number of situations where the computed solution can be more accurate than
the value of rcond would suggest.

?ppsv

Computes the solution to the system of linear equations
with a symmetric (Hermitian) positive definite packed
matrix A and multiple right-hand sides.
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Syntax

call sppsv
call dppsv
call cppsv
call zppsv

—~ o~~~

uplo, n, nrhs, ap, b, 1ldb, info)
uplo, n, nrhs, ap, b, 1db, info)
uplo, n, nrhs, ap, b, 1ldb, info)
uplo, n, nrhs, ap, b, 1db, info)
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Description

This routine solves for X the real or complex system of linear equations

AX = B, where A is an n-by-n real symmetric/Hermitian positive definite matrix stored in packed
format, the columns of matrix B are individual right-hand sides, and the columns of X are the
corresponding solutions.

The Cholesky decomposition is used to factor A as 4 = UU if uplo="u"

or A=LL"if uplo="1", where U is an upper triangular matrix and L is a lower triangular
matrix. The factored form of 4 is then used to solve the system of equations 4AX = B.

Input Parameters

uplo CHARACTER*1. Mustbe 'U" or 'L".
Indicates whether the upper or lower triangular part of 4 is stored and how 4 is
factored:

If uplo= 'u", the array a stores the upper triangular part of the matrix 4, and
A is factored as UU.

If uplo= 'L, the array a stores the lower triangular part of the matrix 4; A4 is
factored as LL".

n INTEGER. The order of matrix 4 (n = 0).

nrhs INTEGER. The number of right-hand sides; the number of columns in B
(nrhs 2 0).

ap, b REAL for sppsv

DOUBLE PRECISION for dppsv

COMPLEX for cppsv

DOUBLE COMPLEX for zppsv.

Arrays: ap(*), b(1db, *).

The array ap contains either the upper or the lower triangular part of the matrix
A (as specified by uplo) in packed storage (see Matrix Storage Schemes).
The dimension of ap must be at least max(1,n(n+1)/2).

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

The second dimension of b must be at least max(1,nrhs).

1db INTEGER. The first dimension of b; 1db = max(1, n).

Output Parameters

ap If info=0, the upper or lower triangular part of 4 in packed storage is
overwritten by the Cholesky factor U or L, as specified by uplo.
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b Overwritten by the solution matrix X.
info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info = i, the leading minor of order i (and hence the matrix 4 itself) is not
positive definite, so the factorization could not be completed, and the solution
has not been computed.
?ppsvx

Uses the

Cholesky factorization to compute the solution

to the system of linear equations with a symmetric
(Hermitian) positive definite packed matrix A, and

provides error bounds on the solution.

Syntax

call sppsvx (fact, uplo, n, nrhs, ap, afp, equed, s, b, 1ldb, x, 1ldx,
rcond, ferr, berr, work, iwork, info)

call dppsvx (fact, uplo, n, nrhs, ap, afp, equed, s, b, 1db, x, 1dx,
rcond, ferr, berr, work, iwork, info)

call cppsvx (fact, uplo, n, nrhs, ap, afp, equed, s, b, 1ldb, x, 1ldx,
rcond, ferr, berr, work, rwork, info)

call zppsvx (fact, uplo, n, nrhs, ap, afp, equed, s, b, 1db, x, 1dx,
rcond, ferr, berr, work, rwork, info)
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Description

This routine uses the Cholesky factorization 4=UU or A=LL" to compute the solution to a real
or complex system of linear equations AX =B, where A is a n-by-n symmetric or Hermitian
positive definite matrix stored in packed format, the columns of matrix B are individual right-hand
sides, and the columns of X are the corresponding solutions.

Error bounds on the solution and a condition estimate are also provided.
The routine ?ppsvx performs the following steps:

1. If fact ="'E', real scaling factors s are computed to equilibrate
the system:

diag(s)*A4*diag(s) *diag(s)'1 * X = diag(s)*B
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Whether or not the system will be equilibrated depends on the scaling of the matrix 4, but if
equilibration is used, 4 is overwritten by diag(s)*A*diag(s) and B by diag(s)*B .

2. If fact ='N' or 'E', the Cholesky decomposition is used to factor the matrix A (after
equilibration if fact ='E'") as

A4=U"U ifupio= v’ or
A =LLH, ifuplo= T,
where U is an upper triangular matrix and L is a lower triangular matrix.

3. If the leading i-by-i principal minor is not positive definite, then the routine returns with info
= i. Otherwise, the factored form of 4 is used to estimate the condition number of the matrix 4. If
the reciprocal of the condition number is less than machine precision, info=n + 1 is returned as
a warning, but the routine still goes on to solve for X and compute error bounds as described
below.

4. The system of equations is solved for X using the factored form of 4.

5. Iterative refinement is applied to improve the computed solution matrix and calculate error
bounds and backward error estimates for it.

6. If equilibration was used, the matrix X is premultiplied by diag(s) so that it solves the original
system before equilibration.

Input Parameters

fact CHARACTER+*1. Mustbe 'F', 'N', or 'E'.

Specifies whether or not the factored form of the matrix A4 is supplied on entry,
and if not, whether the matrix 4 should be equilibrated before it is factored.

If fact = 'F': onentry, afp contains the factored form of 4. If equed= "Y',
the matrix A4 has been equilibrated with scaling factors given by s.
ap and afp will not be modified.

If fact = 'N', the matrix 4 will be copied to afp and factored.
If fact = 'E', the matrix 4 will be equilibrated if necessary, then copied to
arfp and factored.

uplo CHARACTER*1. Mustbe 'U' or 'L"'.
Indicates whether the upper or lower triangular part of 4 is stored and how 4 is
factored:
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nrhs

ap,afp, b, work

1db

equed

If uplo='uU", the array ap stores the upper triangular part of the matrix 4,
and A is factored as U"U.

If uplo= 'L, the array ap stores the lower triangular part of the matrix 4; 4
is factored as LL.

INTEGER. The order of matrix 4 (nn=0).

INTEGER. The number of right-hand sides; the number of columns in B
(nrhs 20).

REAL for sppsvx

DOUBLE PRECISION for dppsvx

COMPLEX for cppsvx

DOUBLE COMPLEX for zppsvx.

Arrays: ap (*), afp(*), b(1db, *), work (*).

The array ap contains the upper or lower triangle of the original
symmetric/Hermitian matrix A in packed storage (see Matrix Storage
Schemes). In case when fact ='F' and equed ='Y', ap must contain the
equilibrated matrix diag(s)*A4*diag(s).

The array afp is an input argument if fact ='F' and contains the triangular
factor U or L from the Cholesky factorization of 4 in the same storage format
as A. If equed is not 'N', then afp is the factored form of the equilibrated
matrix 4.

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

work (*) is a workspace array.

The dimension of arrays ap and afp must be at least max(1,n(n+1)/2); the
second dimension of b must be at least max(1,nrhs); the dimension of work
must be at least max(1, 3*n) for real flavors and max(1, 2*n) for complex
flavors.

INTEGER. The first dimension of b; 1db > max(1, n).

CHARACTER*1. Mustbe 'N' or 'Y'.

equed is an input argument if fact ='F'. It specifies the form of equilibration
that was done:

If equed = 'N', no equilibration was done (always

true if fact ='N");

If equed= 'Y, equilibration was done and 4 has been replaced by
diag(s)*A*diag(s).



LAPACK Routines: Linear Equations 3

1dx

iwork

rwork

REAL for single precision flavors;

DOUBLE PRECISION for double precision flavors.

Array, DIMENSION (n).

The array s contains the scale factors for 4. This array is an input argument if
fact ="F' only; otherwise it is an output argument.

If equed= 'N' , s is not accessed.

If fact ='F' and equed= 'Y, each element of s must be positive.

INTEGER. The first dimension of the output array x; 1dx = max(1, n).

INTEGER.
Workspace array, DIMENSION at least max(1, n); used in real flavors only.

REAL for cppsvx;

DOUBLE PRECISION for zppsvx.

Workspace array, DIMENSION at least max(1, n); used in complex flavors
only.

Output Parameters

X

ap

afp

REAL for sppsvx

DOUBLE PRECISION for dppsvx
COMPLEX for cppsvx

DOUBLE COMPLEX for zppsvx.
Array, DIMENSION (1dx, *).

If info=0or info= nt+l, the array x contains the solution matrix X to the
original system of equations. Note that if equed="'Y"', 4 and B are modified
on exit, and the solution to the equilibrated system is diag(s)'1 * X,

The second dimension of x must be at least max(1,nrhs).

Atrray ap is not modified on exit if fact ="F' or 'N', or if fact ='E' and equed
='N".

If fact ='E' and equed ="Y', 4 is overwritten by diag(s)*4*diag(s)

If fact ='N'or 'E', then afp is an output argument and on exit returns the
triangular factor U or L from the Cholesky factorization A=U"U or A=LL" of

the original matrix A(if fact ='N'), or of the equilibrated matrix 4 (if fact =
'E"). See the description of ap for the form of the equilibrated matrix.

Overwritten by diag(s)*B , if equed="'Y";
not changed if equed= 'N".

This array is an output argument if fact #'F'.
See the description of s in Input Arguments section.
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rcond

ferr, berr

equed

info

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

An estimate of the reciprocal condition number of the matrix 4 after
equilibration (if done). If rcond is less than the machine precision (in
particular, if rcond = 0), the matrix is singular to working precision. This
condition is indicated by a return code of info > 0.

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and relative backward errors, respectively, for each solution vector.

If fact #'F', then equed is an output argument. It specifies the form of
equilibration that was done (see the description of equed in Input Arguments
section).

INTEGER. If info=0, the execution is successful.

If info= -1, the ith parameter had an illegal value.

If info=i,and i < n, the leading minor of order i (and hence the matrix 4
itself) is not positive definite, so the factorization could not be completed, and
the solution and error bounds could not be computed; rcond = 0 is returned.
If info=1i,and i =n +1, then U is nonsingular, but rcond is less than
machine precision, meaning that the matrix is singular to working precision.
Nevertheless, the solution and error bounds are computed because there are a
number of situations where the computed solution can be more accurate than
the value of rcond would suggest.

?pbsv

Computes the solution to the system of linear equations
with a symmetric or Hermitian positive definite band
matrix A and multiple right-hand sides.

Syntax

call spbsv
call dpbsv
call cpbsv
call zpbsv
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uplo, n, kd, nrhs, ab, ldab, b, 1db, info)
uplo, n, kd, nrhs, ab, ldab, b, 1db, info)
uplo, n, kd, nrhs, ab, ldab, b, 1db, info)

b )

uplo, n, kd, nrhs, ab, ldab,

, 1db, info
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Description

This routine solves for X the real or complex system of linear equations
AX= B, where A is an n-by-n symmetric/Hermitian positive definite band matrix, the columns of
matrix B are individual right-hand sides, and the columns of X are the corresponding solutions.

The Cholesky decomposition is used to factor A as 4 = UU if uplo="u"

or A=LL" if uplo="1", where U is an upper triangular band matrix and L is a lower triangular
band matrix, with the same number of superdiagonals or subdiagonals as 4. The factored form of
A is then used to solve the system of equations 4X = B.

Input Parameters

uplo CHARACTER+*1. Mustbe 'U' or 'L".
Indicates whether the upper or lower triangular part of 4 is stored in the array
ab, and how 4 is factored:
If uplo='u", the array ab stores the upper triangular part of the matrix A4,
and A is factored as UU.
If uplo= 'L, the array ab stores the lower triangular part of the matrix 4; 4
is factored as LL".

n INTEGER. The order of matrix 4 (n = 0).

kd INTEGER. The number of superdiagonals of the
matrix 4 if uplo = 'U"', or the number of subdiagonals if uplo= 'L
(kd = 0).

nrhs INTEGER. The number of right-hand sides; the number of columns in B
(nrhs 2 0).

ab, b REAL for spbsv

DOUBLE PRECISION for dpbsv

COMPLEX for cpbsv

DOUBLE COMPLEX for zpbsv.

Arrays: ab(1dab, *), b(1db, *).

The array ab contains either the upper or the lower triangular part of the matrix
A (as specified by uplo) in band storage (see Matrix Storage Schemes).

The second dimension of ab must be at least max(1, n). The array b contains
the matrix B whose columns are the right-hand sides for the systems of
equations.

The second dimension of b must be at least max(1,nrhs).

ldab INTEGER. The first dimension of the array ab.
(1dab = kd +1)

1db INTEGER. The first dimension of b; 1db = max(1, n).
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Output Parameters

ab The upper or lower triangular part of 4 (in band storage) is overwritten by the
Cholesky factor U or L, as specified by uplo, in the same storage format as 4.

b Overwritten by the solution matrix X.

info INTEGER. If info=0, the execution is successful.

If info= -1, the ith parameter had an illegal value.

If info = i, the leading minor of order i (and hence the matrix 4 itself) is not
positive definite, so the factorization could not be completed, and the solution
has not been computed.

?pbsvx

Uses the Cholesky factorization to compute the solution
to the system of linear equations with a symmetric
(Hermitian) positive definite band matrix A, and
provides error bounds on the solution.

Syntax

call spbsvx (fact, uplo, n, kd, nrhs, ab, ldab, afb, ldafb, equed, s, b,
1db, x, 1ldx, rcond, ferr, berr, work, iwork, info)

call dpbsvx (fact, uplo, n, kd, nrhs, ab, ldab, afb, ldafb, equed, s, b,
1db, x, 1ldx, rcond, ferr, berr, work, iwork, info)

call cpbsvx (fact, uplo, n, kd, nrhs, ab, ldab, afb, ldafb, equed, s, b,
1db, x, 1ldx, rcond, ferr, berr, work, iwork, info)

call zpbsvx (fact, uplo, n, kd, nrhs, ab, ldab, afb, ldafb, equed, s, b,
1db, x, 1ldx, rcond, ferr, berr, work, iwork, info)

Description

This routine uses the Cholesky factorization 4=U"U or A=LL to compute the solution to a real
or complex system of linear equations 4X =B, where A is a n-by-n symmetric or Hermitian
positive definite band matrix, the columns of matrix B are individual right-hand sides, and the
columns of X are the corresponding solutions.

Error bounds on the solution and a condition estimate are also provided.

The routine ?pbsvx performs the following steps:

3-178



LAPACK Routines: Linear Equations 3

1. If fact ='E', real scaling factors s are computed to equilibrate
the system:

diag(s)*A*diag(s) *diag(s)! *X = diag(s)*B

Whether or not the system will be equilibrated depends on the scaling of the matrix 4, but if
equilibration is used, 4 is overwritten by diag(s)*A*diag(s) and B by diag(s)*B .

2.If fact ='N' or 'E', the Cholesky decomposition is used to factor the matrix 4 (after
equilibration if fact ='E'") as

A4=U"U, ifuplo= U’ or

A =LLH, ifuplo= T,

where U is an upper triangular band matrix and L is a lower triangular band matrix.

3. If the leading i-by-i principal minor is not positive definite, then the routine returns with info
= i. Otherwise, the factored form of 4 is used to estimate the condition number of the matrix 4. If
the reciprocal of the condition number is less than machine precision, info=n + 1 is returned as
a warning, but the routine still goes on to solve for X and compute error bounds as described
below.

4. The system of equations is solved for X using the factored form of 4.

5. Iterative refinement is applied to improve the computed solution matrix and calculate error
bounds and backward error estimates for it.

6. If equilibration was used, the matrix X is premultiplied by diag(s) so that it solves the original
system before equilibration.

Input Parameters

fact CHARACTER*1. Mustbe 'F', 'N',or 'E'.

Specifies whether or not the factored form of the matrix A4 is supplied on entry,
and if not, whether the matrix 4 should be equilibrated before it is factored.

If fact = 'F': onentry, arb contains the factored form of 4. If equed= "Y',
the matrix A4 has been equilibrated with scaling factors given by s.
ab and afb will not be modified.

If fact = 'N', the matrix 4 will be copied to afb and factored.
If fact = 'E', the matrix 4 will be equilibrated if necessary, then copied to
arb and factored.

uplo CHARACTER+*1. Mustbe 'U' or 'L".
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kad

nrhs

ab,afb, b, work

ldab
ldafb
1db

Indicates whether the upper or lower triangular part of 4 is stored and how 4 is

factored:

If uplo='uU", the array ab stores the upper triangular part of the matrix A4,

and 4 is factored as U"U.

If uplo= 'L, the array ab stores the lower triangular part of the matrix 4; 4

is factored as LL,

INTEGER. The order of matrix A (n=0).

INTEGER. The number of super-diagonals or sub-diagonals in the matrix A
(kd 2 0).

INTEGER. The number of right-hand sides; the number of columns in B
(nrhs 2 0).

REAL for spbsvx

DOUBLE PRECISION for dpbsvx

COMPLEX for cpbsvx

DOUBLE COMPLEX for zpbsvx.

Arrays: ab(ldab, *),afb(1ldab,*),b(1db,*), work(*).

The array ab contains the upper or lower triangle of the matrix 4 in band
storage (see Matrix Storage Schemes).

If fact ='F' and equed ='"Y', then ab must contain the equilibrated matrix
diag(s)*A*diag(s). The second dimension of ab must be at least max(1, n).
The array afb is an input argument if fact ="F'.

It contains the triangular factor U or L from the Cholesky factorization of the
band matrix 4 in the same storage format as A. If equed ="Y', then afb is the
factored form of the equilibrated matrix 4.

The second dimension of afb must be at least max(1,n).

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations. The second dimension of b must be at least
max(l,nrhs).

work (*) is a workspace array.
The dimension of work must be at least max(1,3*n) for real flavors, and at
least max(1,2*n) for complex flavors.

INTEGER. The first dimension of ab; 1dab > kd+1.
INTEGER. The first dimension of afb; 1dafb = kd+1.

INTEGER. The first dimension of b; 1db = max(1, n).



LAPACK Routines: Linear Equations 3

equed

1dx

iwork

rwork

CHARACTER*1. Mustbe 'N' or 'Y'.

equed is an input argument if fact ='F'. It specifies the form of equilibration
that was done:

If equed = 'N', no equilibration was done (always

true if fact ='N');

If equed= 'Y, equilibration was done and 4 has been replaced by
diag(s)*A*diag(s).

REAL for single precision flavors;

DOUBLE PRECISION for double precision flavors.

Array, DIMENSION (n).

The array s contains the scale factors for 4. This array is an input argument if
fact ='F' only; otherwise it is an output argument.

If equed= 'N' , sis not accessed.

If fact ='F' and equed = 'Y, each element of s must be positive.

INTEGER. The first dimension of the output array x; 1dx = max(1, n).

INTEGER.
Workspace array, DIMENSION at least max(1, n); used in real flavors only.

REAL for cpbsvx;

DOUBLE PRECISION for zpbsvx.

Workspace array, DIMENSION at least max(1, n); used in complex flavors
only.

Output Parameters

X

ab

arb

REAL for spbsvx

DOUBLE PRECISION for dpbsvx
COMPLEX for cpbsvx

DOUBLE COMPLEX for zpbsvx.
Array, DIMENSION (ldx, *).

If info=0or info= ntl, the array x contains the solution matrix X to the
original system of equations. Note that if equed='Y"', 4 and B are modified
on exit, and the solution to the equilibrated system is diag(s)'1 * X,

The second dimension of x must be at least max(1,nrhs).

On exit, if fact ='E' and equed ='Y', 4 is overwritten by diag(s)*A*diag(s)

If fact ='N'or 'E', then afb is an output argument and on exit returns the
triangular factor U or L from the Cholesky factorization A=U"U or A=LL" of
the original matrix A(if fact ='N'), or of the equilibrated matrix 4 (if fact =
'E"). See the description of ab for the form of the equilibrated matrix.
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b

rcond

ferr, berr

equed

info

Overwritten by diag(s)*B , if equed="'Y";
not changed if equed= 'N".

This array is an output argument if fact #'F' .
See the description of s in Input Arguments section.

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

An estimate of the reciprocal condition number of the matrix 4 after
equilibration (if done). If rcond is less than the machine precision (in
particular, if rcond = 0), the matrix is singular to working precision. This
condition is indicated by a return code of info > 0.

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and relative backward errors, respectively, for each solution vector.

If fact #'F', then equed is an output argument. It specifies the form of
equilibration that was done (see the description of equed in Input Arguments
section).

INTEGER. If info=0, the execution is successful.

If info= -1, the ith parameter had an illegal value.

If info=i,and i < n, the leading minor of order i (and hence the matrix 4
itself) is not positive definite, so the factorization could not be completed, and
the solution and error bounds could not be computed; rcond = 0 is returned.
If info=1i,and 1 =n +1, then U is nonsingular, but rcond is less than
machine precision, meaning that the matrix is singular to working precision.
Nevertheless, the solution and error bounds are computed because there are a
number of situations where the computed solution can be more accurate than
the value of rcond would suggest.

?ptsv

Computes the solution to the system of linear equations
with a symmetric or Hermitian positive definite
tridiagonal matrix A and multiple right-hand sides.

Syntax
call sptsv
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call dptsv (n, nrhs, d, e, b, 1ldb, info)
call cptsv (n, nrhs, d, e, b, 1db, info)
call zptsv (n, nrhs, d, e, b, 1db, info)

Description

This routine solves for X the real or complex system of linear equations

AX = B, where A is an n-by-n symmetric/Hermitian positive definite tridiagonal matrix, the
columns of matrix B are individual right-hand sides, and the columns of X are the corresponding
solutions.

Ais factored as 4 =L D L, and the factored form of 4 is then used to solve the system of
equations AX = B.

Input Parameters

n INTEGER. The order of matrix 4 (n = 0).

nrhs INTEGER. The number of right-hand sides; the number of columns in B
(nrhs 2 0).

d REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.
Array, dimension at least max(1, n). Contains the diagonal elements of the
tridiagonal matrix A.
e, b REAL for sptsv
DOUBLE PRECISION for dptsv
COMPLEX for cptsv
DOUBLE COMPLEX for zptsv.
Arrays: e(n- 1), b(1db, *).
The array e contains the (n - 1) subdiagonal elements
of A.
The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.
The second dimension of b must be at least max(1,nrhs).

1db INTEGER. The first dimension of b; 1db = max(1, n).

Output Parameters

d Overwritten by the n diagonal elements of the diagonal matrix D from the
LDL™ factorization of A.

3-183



3 Intel® Math Kernel Library Reference Manual

e Overwritten by the (n - 1) subdiagonal elements of the unit bidiagonal factor L
from the factorization of A.

b Overwritten by the solution matrix X.

info INTEGER. If info=0, the execution is successful.
If info= -1, the ith parameter had an illegal value.
If info = i, the leading minor of order i (and hence the matrix 4 itself) is not
positive definite, and the solution has not been computed. The factorization
has not been completed unless i = n.

?ptsvx

Uses the factorization A=LDL" to compute

the solution to the system of linear equations with a

symmetric (Hermitian) positive definite tridiagonal

matrix A, and provides error bounds on the solution.

Syntax

call sptsvx (fact, n, nrhs, d, e, df, ef, b, 1db, x, 1ldx, rcond, ferr,
berr, work, info)

call dptsvx (fact, n, nrhs, d, e, df, ef, b, 1db, x, ldx, rcond, ferr,
berr, work, info)

call cptsvx (fact, n, nrhs, d, e, df, ef, b, 1db, x, ldx, rcond, ferr,
berr, work, rwork, 1info)

call zptsvx (fact, n, nrhs, d, e, df, ef, b, 1db, x, 1dx, rcond, ferr,
berr, work, rwork, info)

Description

This routine uses the Cholesky factorization A=L D L to compute the solution to a real or
complex system of linear equations 4X =B, where A is a n-by-n symmetric or Hermitian
positive definite tridiagonal matrix, the columns of matrix B are individual right-hand sides, and
the columns of X are the corresponding solutions.

Error bounds on the solution and a condition estimate are also provided.

The routine ?ptsvx performs the following steps:

3-184



LAPACK Routines: Linear Equations 3

1. If fact ="'N', the matrix A is factored as A4 = L D L, where L is a unit lower bidiagonal matrix
and D is diagonal. The factorization can also be regarded as having the form 4 = U D U.

2. If the leading i-by-i principal minor is not positive definite, then the routine returns with info
= i. Otherwise, the factored form of 4 is used to estimate the condition number of the matrix 4. If
the reciprocal of the condition number is less than machine precision, info=n + 1 is returned as
a warning, but the routine still goes on to solve for X and compute error bounds as described

below.

3. The system of equations is solved for X using the factored form of 4.

4. Tterative refinement is applied to improve the computed solution matrix and calculate error
bounds and backward error estimates for it.

Input Parameters

fact

n

nrhs

d,df, rwork

e,ef,b,work

CHARACTER*1. Mustbe 'F' or 'N'.
Specifies whether or not the factored form of the matrix 4 is supplied on entry.

If fact ="F': onentry, df and ef contain the factored form of A. Arrays d,
e, df, and ef will not be modified.

If fact = 'N', the matrix 4 will be copied to df and ef and factored.
INTEGER. The order of matrix 4 (n = 0).

INTEGER. The number of right-hand sides; the number of columns in B
(nrhs 2 0).

REAL for single precision flavors

DOUBLE PRECISION for double precision flavors

Arrays: d(n),df(n), rwork(n).

The array d contains the n diagonal elements of the tridiagonal matrix A.
The array df is an input argument if fact = 'F' and on entry contains the n
diagonal elements of the diagonal matrix D from the L D L factorization of 4.
The array rwork is a workspace array used for complex flavors only.

REAL for sptsvx

DOUBLE PRECISION for dptsvx

COMPLEX for cptsvx

DOUBLE COMPLEX for zptsvx.

Arrays: e(n-1), ef(n-1), b(1db, *), work(*).

The array e contains the (n- 1) subdiagonal elements of the tridiagonal
matrix 4.
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1db
1dx

The array ef is an input argument if fact = 'F' and on entry contains the (n
- 1) subdiagonal elements of the unit bidiagonal factor L from the L D L
factorization of A.

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

The array work is a workspace array. The dimension of work must be at least
2*n for real flavors, and at least n for complex flavors.

INTEGER. The leading dimension of b; 1db = max(1, n).
INTEGER. The leading dimension of x; 1dx = max(1, n).

Output Parameters

X

df, ef

rcond

ferr, berr

info
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REAL for sptsvx

DOUBLE PRECISION for dptsvx
COMPLEX for cptsvx

DOUBLE COMPLEX for zptsvx.
Array, DIMENSION (1dx, *).

If info=0or info= ntl, the array x contains the solution matrix X to the
system of equations. The second dimension of x must be at least
max(l,nrhs).

These arrays are output arguments if fact ='N'.
See the description of df, ef in Input Arguments section.

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

An estimate of the reciprocal condition number of the matrix 4 after
equilibration (if done). If rcond is less than the machine precision (in
particular, if rcond = 0), the matrix is singular to working precision. This
condition is indicated by a return code of info > 0.

REAL for single precision flavors.

DOUBLE PRECISION for double precision flavors.

Arrays, DIMENSION at least max(1,nrhs). Contain the component-wise
forward and relative backward errors, respectively, for each solution vector.

INTEGER. If info=0, the execution is successful.

If info= -1, the ith parameter had an illegal value.

If info=i,and i < n, the leading minor of order i (and hence the matrix 4
itself) is not positive definite, so the factorization could not be completed, and
the solution and error bounds could not be computed; rcond = 0 is returned.
If info=1i,and i = n +1, then U is nonsingular, but rcond is less than
machine precision, meaning that the matrix is singular to working precision.
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Nevertheless, the solution and error bounds are computed because there are a
number of situations where the computed solution can be more accurate than
the value of rcond would suggest.

?sysv

Computes the solution to the system of linear equations
with a real or complex symmetric matrix A and multiple
right-hand sides.

Syntax

call ssysv (uplo, n, nrhs, a, lda, ipiv, , 1ldb, work, lwork, info

~

call csysv 1db, work, lwork, info

(

call dsysv (uplo, n, nrhs, a, lda, ipiv,
(uplo, n, nrhs, a, lda, ipiv,
(

)
1db, work, lwork, info)
)
)

o oo U

call zsysv (uplo, n, nrhs, a, lda, ipiv, , 1ldb, work, lwork, info

Description

This routine solves for X the real or complex system of linear equations
AX= B, where A is an n-by-n symmetric matrix, the columns of matrix B are individual
right-hand sides, and the columns of X are the corresponding solutions.

The diagonal pivoting method is used to factor 4 as 4 =UD U” or
A=LDL", where U (or L) is a product of permutation and unit upper (lower) triangular matrices,
and D is symmetric and block diagonal with 1-by-1 and 2-by-2 diagonal blocks.

The factored form of 4 is then used to solve the system of equations 4X = B.

Input Parameters

uplo CHARACTER*1. Mustbe 'U" or 'L".
Indicates whether the upper or lower triangular part of 4 is stored and how 4 is
factored:

If uplo= 'u", the array a stores the upper triangular part of the matrix 4, and
A is factored as UDU,
If uplo= 'L, the array a stores the lower triangular part of the matrix 4; A4 is
factored as LDLT.

n INTEGER. The order of matrix 4 (nn=0).
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nrhs

a, b, work

lda
1db

1work

INTEGER. The number of right-hand sides; the number of columns in B
(nrhs 2 0).

REAL for ssysv

DOUBLE PRECISION for dsysv

COMPLEX for csysv

DOUBLE COMPLEX for zsysv.

Arrays: a(1da, *), b(1db, *), work(Iwork).

The array a contains either the upper or the lower triangular part of the
symmetric matrix 4 (see uplo).

The second dimension of a must be at least max(1, n).

The array b contains the matrix B whose columns are the right-hand sides for
the systems of equations.

The second dimension of b must be at least max(1,nrhs).

work (1work) is a workspace array.

INTEGER. The first dimension of a; 1da = max(1, n).

INTEGER. The first dimension of b; 1db = max(1, n).

INTEGER. The size of the work array (Iwork = 1)
See Application notes for the suggested value of Iwork.

Output Parameters

a

ipiv

work (1)

If info =0, a is overwritten by the block-diagonal matrix D and the
multipliers used to obtain the factor U (or L) from the factorization of 4 as
computed by ?sytrf.

If info =0, b is