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ncreasingly sophisticated supercomputers and 
networks are changing the way science is done, 
whether allowing researchers to scrutinize 
the last 13 billion years of cosmic expansion 

or to better understanding subatomic particles. 
Meanwhile, advancements in high-performance net-
works are facilitating remarkable levels of scientific 
collaborations. Every day, thousands of physicists 
from around the world begin work on their indi-
vidual computers, yet can all access the same data 
in near real-time thanks to research networks like 
the Department of Energy’s (DOE) Energy Sciences 
Network (ESnet). These trends are leading to unprec-
edented scientific productivity and forcing supercom-
puting centers to re-evaluate how they manage data. 

DOE’s National Energy Research Scientifi c 
Computing Center (NERSC) is well aware of this 
need to re-think data strategies. Over the last decade, 
NERSC’s user community has grown from 2,000 to 
3,500. In the same span, every new system installed at 
NERSC has generated approximately 50 percent more 
data than its predecessor. This trend was especially 

pronounced when the center upgraded its fl agship 
machine from a 10 terafl op/s IBM SP, called Seaborg, 
to the current 352 terafl op/s Cray XT4, called Franklin. 
During the Seaborg period, NERSC’s archived data 
grew from 350 terabytes to 2 petabytes. Since Franklin 
went into production, the archive has grown to 5.5 
petabytes, and a variety of science projects ranging 
from climate modeling to astrophysics are expecting to 
produce multi-petabyte datasets. 

In 2010, NERSC will deploy its next major 
supercomputer and several smaller systems providing 
a complement of simulation and data analysis 
capabilities and increasing the center’s science 
productivity by several times. In anticipation of this, 
NERSC decided to refocus its approach to storage. 
Historically, each new computing platform came 
with its own distinct storage hardware and software, 
creating isolated storage “islands.” Users typically 
had different fi lesystem quotas on each machine and 
were responsible for keeping track of their data, 
from determining where the data was to transferring 
fi les between machines. 

In recent years, NERSC began moving from this 
model toward global storage resources. The center 

was among the fi rst to implement a shared fi lesystem 
called the NERSC Global Filesystem (NGF), which 
is accessible from all of the center’s major compute 
platforms. The goal is to facilitate fi le sharing 
between platforms and research collaborations. For 
years, NERSC provided a fi lesystem called “global 
project” for sharing fi les across systems. Recently, the 
center deployed two more shared fi lesystems called 
“global homes” and “global common,” and will soon 
deploy another called “global scratch,” that allow 
users to access nearly all their data regardless of the 
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system they log into. With these tools, users spend less time moving data between 
systems and more time using it.

This also allows NERSC staff to focus on their area of expertise. Under the 
island model, user consultants and system engineers were required to help identify 
and solve input/output (I/O) bottlenecks. Data experts were divided into two 
groups, one focusing on the different data systems and another on handling mass 
storage. This often led to considerable demands on the limited budget allocated for 
storage. In the wake of increasing scientifi c productivity, this strategy ultimately led 
to short-term fi xes for handling data. As part of its global strategy, NERSC merged 
all storage experts into one group to handle all storage-related issues, allowing the 
center’s data experts to deal with the big picture of how best to manage data, and 
to tailor storage strategies to fi t scientifi c needs. 

Another idea that emerged from NERSC’s global data focus was investment in 
“science gateways” nodes on the NGF system. This allows users to serve science 
data directly to the Web by placing fi les in a particular directory. In an early project, 
astronomers at Lawrence Berkeley National Laboratory’s Computational Cosmology 
Center worked closely with NERSC to set up an astronomical archive called “Deep 
Sky.” For the past decade, automated sky-scanning systems have sent approximately 
3,000 astronomical images to NERSC nightly for archiving. By comparing images, 
astronomers can identify relatively rare transient events like supernovae.

In the island storage model, fi lesystem quotas were typically calculated using a strict 
formula. Because researchers don’t have equal needs, this approach left some users 
with unused quotas while others required more project space. Because of these quotas, 
celestial images in the NERSC archive could not be consolidated onto one machine 
for true comparison. But, with the help of NERSC’s new data focus, 10 years of 
observations could fi nally be stored on an NGF science gateway node. The astronomers 
then developed a user-friendly database and interface to instantly serve up high-
resolution cosmic reference images to astronomers around the globe. These tools have 
helped astronomers discover as many as 36 supernovae within the span of a week. 

Deep Sky’s success shows a big-picture approach to storage is not only critical 
for keeping up with the explosive growth in data, but that it is also a critical 
component for advancing scientifi c discovery. 

Jason Hick heads NERSC’s Storage Systems Group. He may be reached at 
editor@Scientifi cComputing.com

University of Louisville Calculates Cures to Disease and 
Energy Solutions 10x Faster with Dell HPC Solutions!

In the not-so-distant future, patients may go to the doctor and have a genomic sequencing done as a routine 

test. Doctors will be able to prescribe medicine based on what the patient’s genome dictates is best. This pros-

pect is not so far-fetched to researchers at the J.B. School of Engineering at the University of Louisville 

(U of L) who are using bioinformatics to parse out information that will help to personalize medicine in the future. 

Helping them to do this is a visualization wall with 18 monitors powered by a cluster of Dell servers.  

“We can do visualization on the fly thanks to Dell. The quality of the graphic cards and the quality of the 

compute nodes are very important to having real-time rendering on the video wall.”

– Dr. Adel Elmaghraby, Professor and Chair of the Department of Computer Engineering and Computer 

Science, J. B. Speed School of Engineering at the University of Louisville

Learn more here: http://www.dellhpcsolutions.com/assets/pdfs/University_of_Louisville_May2010.pdf
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