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NERSC User Demographics







Focus on Scientific Productivity

• Let scientists focus on science and research
• Configure and document systems for usability
• Wide array of 3 party software application

support
– Math libraries - ACML, FFTW, gsl, LibSci, PETSc,

SuperLU and more
– I/O - HDF5, nco, netCDF, pNetCDF
– Chemistry/Mat Sci - amber, NAMD, NWChem, abinit,

cpmd, lammps, quantum expresso, VASP, and more
– Visualization - IDL, gnuplot, VisIT, ncar
– Debuggers - Allinea’s DDT and Totalview



Efficiencies and Economies of
Scale for Computing Centers

• Large resources with many users allows
systems to run more efficiently

• Hardware doesn’t run by itself
– System administrators
– File system experts
– Network engineers
– Security analysts
– Application specialists

• Scientists compute in ‘bursty’ sessions
– May not compute for months at a time
– Then need to surge to use the entire system



Communicating with Key
Stakeholders

• DOE Science Offices
• NERSC Users
– Requirements workshops
– Science disciplines have varying

computing needs
• Bioinfomatics needs surge capability
• Climate needs guaranteed throughput
• Astrophysics needs high I/O bandwidth and

disk storage



Opportunities for Collaboration
with Campus Computing

• Always looking for new science to run at
NERSC machines

• Training
– Our users are spread across the country
– Localized training

• Bug tracking
• System configuration settings
– MPI Buffers, Lustre settings, networking, etc.

• Software installations
– Optimal compiler settings
– Trouble shooting







NERSC Allocations
• Allocations
– 80% DOE program managers control
– 10% ASCR Leadership Computing Challenge
– 10% NERSC Reserve

• Science includes all of DOE Science Offices
• Start-up allocations available directly from

NERSC
– 10,000 - 50,000 hours allocations
– If you have an abstract of your research goals

applying will take about 30 min
– A small allocation is stepping stone toward a large

allocation.  It helps build a computing relationship
with DOE and project reviewers.

• http://www.nersc.gov/nusers/accounts





NERSC Mission

The mission of the National Energy
Research Scientific Computing Center
(NERSC) is to accelerate the pace of

scientific discovery by providing high
performance computing, information, data,
and communications services for all DOE

Office of Science (SC) research.
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