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Debugging and Profiling with ARM tools (and h
others) NERSC

* Mainly about how to use ARM Forge and perf-report
* Ryan Hulguin, an ARM engineer, will teach ARM tools
 Woo0-Sun Yang will cover other debugging tools

Tme 1)

Welcome 9:00-9:10
Debugging with ARM DDT 9:10-10:10
Other Debugging Tools 10:10-10:30
Break 10:30-10:45
Debugging Hands-on Examples/Own code 10:45-12:00
Lunch (on your own) 12:00-1:00
Profiling with ARM MAP and performance reports 1:00-1:45
Profiling Demo 1:45-2:00
Profiling hands-on Examples/Own code 2:99-3:30
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If you work far away from NERSC

 Remote X window application (GUI) over network: slow response

* Two solutions

— Use NX to improve the speed
* Works for X window applications
* https://www.nersc.gov/users/network-connections/using-nx/ (general)

* http://portal.nersc.gov/project/mpccc/nx/NX_Tutorial/Start_Over.html
(installation and quick user guide)

— Use ARM Forge remote client (for those who will use ARM Forge)
* Runs on your desktop/laptop

e Submit a debugging batch job from a NERSC machine and make the client reverse
connect to the job

* Displays results in real time
* No license file required on your local desktop/laptop

e https://www.nersc.gov/users/software/performance-and-debugging-tools/
ddt#toc-anchor-5 (setup)

» https://developer.arm.com/products/software-development-tools/hpc/
downloads/download-arm-forge (for downloading remote clients)

i% U.S. DEPARTMENT OF OfﬂCe Of /_\‘
3 ENERGY Science "3- BERKELEY LAB



Using NX

== (O Arm DDT - Arm Forge 18.1.1 <@nid02517>
File Edit View Control Tools Window Help

B ln B8 REELEEIE: ! -5 O

Current Group: |All ~|Focus on current: & Group ¢ Process ¢ Thread ™ Step Threads Together

u DO EEEE

Create Group
Project Files ¥ jacobi_mpi.f0 B I Locals  Current Line(s) | Current Stack
[ h (Ctrl+K) integer i, j, k Current Line(s)
real h, utmp, diffnorm Variable Name [value |
integer np, myid ) T —0 g nigrated to
B Sources }nteger js, je, jsl, jel ) . —0
& [ jacobi mpi.f90 integer nbr_down, nbr_up, status(mpi_s
® compute_diff
® get_indices call mpi_init(ierr)
® init_fields call mpi comm size(mpi comm world,np, it
@ jacobi_mpi call mpi_comm_rank (mpi_comm_world,myid
® read_params - - - -
® set_bc - : -
& External Code nbr_down = mp}_plﬂoc_null
nbr_up = mpi_proc_null
if (myid > 0) nbr_down = myid - 1
if (myid < np - 1) nbr_up myid + 1

& Application Code
®/

I Daad in n|~n|r\1nm|=nll enlunr n=.~=...n+n.~cJﬂ
»

< IType: none selected

= cori :

Input/Output I Breakpoints ] Watchpoints ~ Stacks I Tracepoints ] Tracepoint Output I Logbookl Evaluate
Stacks Expression |Va|ue |

Processes Function
jacobi mpi (jacobi mpi.f90:21)

““Arm DDT - Arm Forge 18.1.1
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Arm DbT - Arm_Forge 18.1.1 -

arm
DDT

Support
Tutorials

arm.com

arm
MAP

@ Remote Client ?

B> U.S. DEPARTMENT OF

Off.Instfallation path on Edison: /global/common/sw/cray/cnl6/ivybridge/allinea-forge
ICe O

ENERGY Science =5 -

(1) Select ‘Configure’ to create a
configuration for a NERSC machine

Run and debug a program.
Attach to an already running program.
Open a core file from a previous run.

Manually launch the backend yourself.
OPTIONS

Remote Launch:

T - 2"d entry for a MOM node
- Cori: cmom02 or cmom05
Edison: edimomO01, ... or edimomO06

Connection Name: cori *

Host Name:  wyang@cori.nersc.gov wyang @cmomo02.nersc.gov

How do | connect via a gateway (multi-hop)?

Remote Installation Directory:  /global/common/swicray/cnié/haswell/allinea-forge/default

Remote Script  /global/common/swicray/cnl6/haswell/allinea-forge/remote-init

| Always look for source files locally
Test Remote Launch
(2) Create a configuration

Help OK Cancel
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Using Arm Forge remote client (Cont’d)

(3) Select a machine

Run and debug a program.
Attach to an already running program.
Open a core file from a pravious run.

Manually launch the backend yoursalf.
OPTIONS

Remote Launch:

v Off
Configure...

SISOH

©

U.S. DEPARTMENT OF Ofﬁce Of

ENERGY Science

(4) Enter the NIM password

% Connect to Remote Host

Connecting to wyang@cori wyang@cmom02 ...

<< Hide Terminal

Department of Energy personnel.*

*Unauthorized or improper use of this system may result in
administrative disciplinary action and civil and criminal
penalties. _By continuing to use this system you indicate
your awareness of and consent to these terms and conditiens
of use. 1OG OFF IMMEDIATELY if you deo not agree to the
conditions stated in this warning._*

Password: I

Cancel
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Using Arm Forge remote client (Cont’d)

(5) Submit a batch job on a NERSC (7) Set parameters and run
machine and start DDT

Application: /global/cscratch1/sd/wyang/debugging/jacobi_mpiomp Details
Application: /global/cscratch1/sd/wyang/debugging/jacobi_mpiomp E 8

$ salloc -N 1 -t 30:00 -q debug -C knl _
Arguments: “

°° stdin file: =

$ module load allinea-forge _

. . . Working Directory: n =

$ ddt --connect ./jacobi_ mpiomp
MPI: 16 processes, SLURM (MPMD) Details
Number of Processes: 16 z

Processes per Node 1

Implementation: SLURM (MPMD) Change...

(6) Accept the request stun arguments | 16 B

72 OpenMP: 8 threads Details
A new Reverse Connect request is available Number of OpenMP threads: 8 ¢
from nid08791 for Allinea DDT.
CUDA Details
- Command Line: —connect ./jacobi_mpiomp
Memory Debugging Details..
Do you want to accept this reqmst? Submit to Queue Configure... Parameters...
- Environment Variables: none Details
Help Accept Reject
Plugins: none Details
Help Options — Cancel
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