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Outline cRas

AMake KNL run my code faster!
AVectorization
ACache blocking

A--exclusive
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Optimizing for Intel Xeon Phi Knights Landing cRas

AManyKNL-s peci fic optimizations involve MC
ASi nce Cor i uses Ncacheo mode, these

AlIf application can strong scale efficiently, can use enough nodes such that the
memory footprint/node is less than 16 GB and fit into MCDRAM

AKNL is an x86 processor, thus many of the things you would do for any x86
processor will apply

Ai.e., work done to improve KNL performance will generally improve
performance on other modern processors as well
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KNL strengths and weaknesses cma~

A Strengths
AMCDRAM memory bandwidth
AEf fectively a Imade(ededicatediLBon&NLR c h e o
ALarger L2 per core (1 MB / 2-core tile)
AAVX512 vectors
A Allows more operations per cycle than previous generations of processors
AWeaknesses
AClock GHz
A Affects scalar operations
AOptimization strategy
AVectorize and/or cache block important kernels
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cCRANY

But f1 rst, a note ab:
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Process / Thread / Memory Affinity SO

e Correct process, thread and memory affinity is the basis for
getting optimal performance on KNL. It is also essential for
guiding further performance optimizations.

— Process Affinity: bind MPI tasks to CPUs
— Thread Affinity: bind threads to CPUs allocated to its MPI process
— Memory Affinity: allocate memory from specific NUMA domains

e Our goal is to promote OpenMP standard settings for
portability. For example, OMP_PROC_BIND and OMP_PLACES
are preferred to Intel specific KMP_AFFINITY and
KMP_PLACE_THREADS settings.

The following NERSC slides
stolen from Helen. Thanks Helen!
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xthi.c SRas

AXTHI is a very useful application that will tell you whether or not you are getting
the expected placement behavior.

Ahttps://github.com/olcf/XC30-Trainina/blob/master/affinity/Xthi.c

ADifferent compilers and MPI stacks have different affinity rules
Ai.e., what works for Intel likely will not work for Cray or GNU

AReplace the call to your application binary to the xthi binary in your srun line to
check affinity.

ACan do this at any scale, but i tuséas
single node to avoid confusion of the output.

© 2019 Cray Inc.
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https://github.com/olcf/XC30-Training/blob/master/affinity/Xthi.c

“numactl -H” displays NUMA info 10 =

68-core Quad Cache node:
NUMA Domain 0: all 68 cores (272 logic cores)

yunhe@coriOl:> salloc -N 1 --qos=interactive -C knl,quad,cache -t 30:00
salloc: Granted job allocation 5291739

yunhe@nid02305:> numact! -H

available: 1 nodes (0)
nodeQOcpus:01234567891011121314151617 18192021 222324252627 282930313233343536373839404142A43
44 4546 47 48495051 5253 54555657 5859606162636465666768697071727374757677 78798081 828384858687
888990919293949596979899 100101 102103104105106107108109110111112113114115116117 118119120121 122
123124 125126 127 128 129130131 132133134 135136137 138139140141 142 143 144 145 146 147 148 149 150 151 152 153
154 155 156 157 158 159 160 161 162 163 164 165 166 167 168 169 170171172173 174175176177 178 179 180 181 182 183 184
185 186 187 188 189 190 191 192 193 194 195 196 197 198 199 200 201 202 203 204 205 206 207 208 209 210211 212 213 214 215
216 217 218 219 220 221 222 223 224 225 226 227 228 229 230 231 232 233 234 235 236 237 238 239 240 241 242 243 244 245 246
247 248 248 250 251 252 253 254 255 256 257 258 259 260 261 262 263 264 265 266 267 268 269 270 271

node O size: 96762 MB
node O free: 93067 MB
node distances:

e B » The quad,cache mode has only 1 NUMA node with all
0: 10 CPUs on the NUMA node O (DDR memory)
« The MCDRAM is hidden from the numactl -H
command (it is a cache).
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Can We Just Do a Naive Srun?

Example: 16 MPI tasks x 8 OpenMP threads per task on a single 68-core KNL
quad,cache node:

% export OMP_NUM_THREADS=8

% export OMP_PROC_BIND=spread (other choice are “close”,”master”,”true”,”false”)

% export OMP_PLACES=threads (other choices are: cores, sockets, and various
ways to specify explicit lists, etc.)

% srun -n 16 ./xthi |sort -kd4n,6n

Hello from rank O, thread 0, on nid02304. (core affinity = 0)

Hello from rank O, thread 1, on nid02304. (core affinity = 144) (on physical core 8)
Hello from rank O, thread 2, on nid02304. (core affinity = 17)

Hello from rank O, thread 3, on nid02304. (core affinity = 161) (on physical core 25)
Hello from rank O, thread 4, on nid02304. (core affinity = 34)

Hello from rank O, thread 5, on nid02304. (core affinity = 178) (on physical core 42)
Hello from rank O, thread 6, on nid02304. (core affinity = 51)

Hello from rank O, thread 7, on nid02304. (core affinity = 195) (on physical core 59)
Hello from rank 1, thread 0, on nid02304. (core affinity = 0)

Hello from rank 1, thread 1, on nid02304. (core affinity = 144)

It is @ mess!
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Importance of -c and --cpu_bind OptE:;’%?Il et

* The reason: 68 is not divisible by #MPI tasks!
— Each MPI task is getting 68x4/#MPI tasks of logical cores as the domain size
— MPI tasks are crossing tile boundaries

* Set number of logical cores per MPI task (-c) manually by wasting
extra 4 cores on purpose: 256/#MPIl_tasks per_node.

— Meaning to use 64 cores only on the 68-core KNL node, and spread the
logical cores allocated to each MPI task evenly among these 64 cores.

— Now it looks good!

— % srun -n 16 -c 16 --cpu_bind=cores ./xthi
Hello from rank 0, thread 0, on nid09244. (core affinity = 0)
Hello from rank 0, thread 1, on nid09244. {(core affinity = 136)

Hello from rank O, thread 2, on nid09244. {core affinity = 1)
Hello from rank O, thread 3, on nid09244. (core affinity = 137)
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Now It Looks Good!

EARS

MPI rank 0

MPI rank 1

MPI rank 2

MPIl rank 3

MPI rank 4

MPI rank 5

MPI rank 15

U.S. DEPARTMENT OF

ENERGY

Process/thread affinity are good! (Marked first 6 and last MPI tasks only)
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CRANY

A Verify with XTHI before running your code!



