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Guiding Thoughts of this Panel

» Talking to the Compute, Store, Analyze cycle
—Users
—Developers
— Operators/integrators

* What problems have we solved?
* What problems have we found?

 How do we inspire interesting dinner
conversation for participants?



Format

» Each panelist giving a 3-5 minute story

* Panel came up with a couple questions to get dialog
started

* Open to audience questions
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Burst buffers, are applications ready for
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« BB Type 1 (BB as integrated part of compute system)
— SSDs are available via I/O nodes within a compute system

— Options exist for using the scheduler to setup BB’s for each job executed on the
system

* Node local storage (private)
* Shared storage across job’s compute nodes

— Do | understand my I/O workload enough to know | can take advantage of the BB?
— How much BB do | need?
— To POSIX I/O, or not to POSIX I/O?
— Do | also want access to the parallel file system (PFS)?
— Should | just use the BB and have it all drain to the PFS?
— Should I archive data from the BB?
BB Type 2 (BB external to the compute system, shared storage)

— Do | prefer having BB available across compute systems?

— Are there any user features in software that improve performance or is this solution
transparent?
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Our storage upgrade path

Originally Current Configuration 3Q 2014

A,B,C,D,E,F,G,H

~400 GB/s

A,C,D,G,H 30 GSS

A,B,C,D,E,F,G,H ~240 GB/s
~240 GB/s 16 DDN
16 DDN

_
* IBM GPFS Storage Server (GSS) Per GPFS Development,
* Uses GPFS “Native RAID” (Software RAID) this is the fastest GPFS
« No controllers; x3650 servers with attached JBODs filesystem in the world
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Common problem

= | BL Director’s R&D grant

= Study options RNM r.mr

= Develop cross-project solution r.,,

Decouple task queue e | m,p Pl

from worker batch jobs
= Scale # workers up/down

= Add tasks to queue after
jobs have started

= Queue lives on even if _ _ _
jobs go up in flames Data-intensive computing
Support workflow tools
= Manage tasks in aggregate analogous to current support
= Lightweight, flexible for compilers & numerical libraries
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https://bitbucket.org/berkeleylab/qdo

Stephen Bailey — LBNL



Questions...



