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NERSC Systems Roadmap

NERSC-7: 
Edison
Multicore 
CPU

NERSC-8: Cori 
Manycore CPU
NESAP Launched: 
transition applications to 
advanced architectures

2013
2016

2025

 NERSC-9: 
CPU and GPU nodes 
Continued transition of 
applications and support for 
complex workflows

2021

NERSC-10:
Exa system

2029

NERSC-11:
Beyond
Moore
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Perlmutter: A System Optimized for Science

• Cray Shasta System

• GPU-accelerated and CPU-only nodes 
meet the needs of large scale 
simulation and data analysis from 
experimental facilities

• Cray “Slingshot” - High-performance, 
scalable, low-latency Ethernet- 
compatible network

• Single-tier All-Flash Lustre based HPC 
file system

CPU-only nodes
AMD EPYCTM 
Milan CPUs

GPU-accelerated  nodes
A100 Ampere NVIDIA GPUs

Tensor Cores

All-Flash Platform Integrated 
Storage

35 PB, 5+ TB/s
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Workflow Nodes
High-memory Nodes

User Access (Login) Nodes

External Filesystems &
Networks
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Perlmutter: System Details

• System Management Orchestration using   
 Kubernetes

• GPU enabled Login/Workflow nodes 

• Large Memory Nodes with 1 TB 
 memory

• Resilient, High-BW link to the NERSC network 
 and the World
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Perlmutter: HW Capabilities ● GPU-Accelerated Nodes
○ 4 Nvidia A100 GPUs per node

■ 40 GB High-BW-Memory per GPU
■ GPUs linked with NVLink-3

○ 1 AMD EPYC 7763 CPU
■ 256 GB DRAM

○ 4 Slingshot-11 (200 Gbps) Network cards per node

● CPU-Only Nodes
○ 2 Socket AMD EPYC 7763 CPU

■ 512 GB DRAM
○ 1 Slingshot-11 (200 Gbps) Network card per node
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Perlmutter: Shasta Features

Management
System Storage

System Worker 
Nodes

Data Transfer Nodes

Login/User 
Access

Scratch 
Storage

Non-compute Nodes (NCN)

● Cloud-managed 
infrastructure 
(Kubernetes)

● Service-oriented 
architecture defines 
results needed, not 
operational details

● Services can be tied 
to specific resources 
or run within specific 
classes of nodes

● Vendor value-add 
software accessible 
via system-wide 
application 
programming 
interface

Compute Nodes

● Enterprise Linux environment 
(SLES), Vendor modified

● "Bare metal" booted (limited 
complexity)

● Leverage existing Vendor value 
add (Programming Environment, 
Cray Linux)
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Perlmutter: Differences from Cori
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Perlmutter: Software
Programming models and 
languages

kokkos

ortranCommunity Codes

Programming Environments
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Perlmutter: Science

Perlmutter GPU Node 
Usage 2022

Perlmutter CPU Node 
Usage 2022
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Perlmutter: Future

Operational Improvements

User Environment Improvements

User Access Improvements

• Continuous Operations
o Expect most maintenances 

& software updates to be 
done non-disruptively

• User Access Instance (UAIs)
o User log-in directly to a dedicated 

container
o Provision of standard images with 

user customized images also 
possible

o Capability for long-running 
Kubernetes managed user services

• API-driven interactions
o RESTful interface to Slurm Workload 

Manager
o Start/manage/maintain gitlab runners
o Data movement operations

•
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End


