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~11,600 ~850Annual Users from Institutions + National Labs

2024 NERSC USERS ACROSS US AND WORLD
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NERSC Systems 2024
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1,792 NVIDIA A100 accelerated nodes

4 A100 GPUs & 1 AMD “EPYC” CPU per node

448 TB (CPU) + 320 TB (GPU) memory
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