Please fill out the following to the best of your ability. If there are multiple sub-projects and/or codes represented in this case study, please note this in the text and then fill out the table at the end using aggregate numbers where appropriate (e.g. total hours used) and maximum values elsewhere (e.g. number of compute cores used per job). If needed, you may include a different table for each major code. Since a “core” can represent very different computational capabilities, please do mention the assumptions underlying your use of this unit in the written text.
Case Study Title: 
Lead Author(s):
1.   Description of Research
1.1 Overview and Context: Please give a high-level description of your research and the roles played by high-end computing, storage, and networking. 
1.2 Research Objectives for the Next Decade: What are the scientific goals for the next decade in this area of research?  What are the computational and data analysis/processing goals related to achieving the scientific goals..

Section 1 should be about half a page (12pt).
2.   Computational and Data Strategies 
2.1 Approach: Give a short, high-level description of your computational and data problems and the strategies used to solve them today and how those might change in the next decade.
2.2 Codes and Algorithms: Please briefly describe your current codes and workflows and the algorithms that characterize them.

Sections 1 and 2 together must be no more than 1 page in length.
[bookmark: h.5y7fnsee9co1]3. Current and Future HPC Needs
Quantitative information requested in Section 3 must be put in a table following the template below.
[bookmark: h.8bbz55ep307s]3.1 Computational Hours: How many hours on conventional[footnoteRef:1] cores (no accelerators) do the codes involved in the study use now? If you use GPUs or other accelerators, use the next row for that answer. How do you expect your computational requirements to increase through 2020 and 20205? Include all hours you will need to reach the scientific goals you listed in 1.2 above. [1: 
 Conventional = current multicore CPUs like Intel “Ivy Bridge”.] 

[bookmark: h.imyargherm2h][bookmark: h.eckfy5jedq33][bookmark: h.t0uoske5wrbt]3.2 Parallelism: Please describe the scale at which your codes use coarse-grained (multi node) and fine-grained (on-node or accelerators) parallelism today. Please describe current plans to increase either level of parallelism.
3.3 Memory: Describe your current and future memory requirements in terms of the minimum shared memory pool (node) and aggregate memory required for you to run. Note that future systems may have much less memory as a function of peak performance than systems have today. Note also that the memory hierarchy will be potentially complex (on-chip fast memory and significantly slower to off-chip memory).
3.4 Scratch Data and I/O: How much online scratch storage space do you need for your runs (current/future), including checkpoint/restart data? Please estimate your I/O bandwidth requirement (bandwidth = data read or written / time to read or write). What percentage of your total runtime are you willing to devote to I/O? 
3.5 Long-term and Shared Online Data: How much active, online long-term storage do you need today and in 2020 and 2025? Please describe any requirements for sharing or accessing the data. 
3.6 Archival Data Storage: Archival data is accessible online, but may involve a delay in accessing it (e.g. data stored on HPSS tapes). How much data do you have stored in a data archive currently?  How much will you need in 2020 and 2025? 

3.7 Workflows: Please briefly describe your current workflows and requirements for 2020 and 2025.
[bookmark: h.x3orolz9mfc8][bookmark: h.v4ph5gb5wjvk][bookmark: h.ivu14tt06ge9][bookmark: h.zhnyrekexuwc]3.8 Many-Core and/or GPU Readiness: Future systems will contain “lightweight” cores and/or hardware accelerators (e.g., GPUs) with deepening memory hierarchies. Are your codes ready for this? If yes, please explain your strategy for exploiting these technologies.  If not, what are your plans for dealing with such systems and what do you need to help you successfully transition to them? 

Answers to the following questions are not required as these issues will be dealt with more globally in the white papers. However, if you have a unique situation that you feel will need to be addressed, please do so. Keep it short!

3.9 Software Applications, Libraries, and Tools: If you think your needs for HPC software (applications / libraries / tools / compilers / languages / etc) will change between now and 2020, 2025, please describe them here?  Be sure to consider workflows, analytics, and I/O software.

3.10 HPC Services: If you anticipate needing additional HPC services not provided today in 2020-2025, what are they? Possibilities might include advanced training, data analytics and visualization assistance, support servers, collaboration tools, web interfaces, federated authentication services, gateways, etc.

3.11 Additional Needs: If there is anything else important to the success of your project that you have not mentioned, please do so here.

[bookmark: h.lbktfh5m7c7e][bookmark: h.8rrm0kt50vba][bookmark: h.1eq52gvz3flo][bookmark: h.xnjz875d3xix]Requirements Summary Worksheet
Please fill out the following table to the best of your ability prior to the meeting. If you are not able to make an estimate, leave the entry blank and we will discuss it at the meeting.


	Code: ___________________
	Column 1:
Current
Usage
	Future Usage: 
2020
 (As a factor of column 1)****
	Future  Usage:
2025 2
(As a factor of column 1)****

	Computational core hours (Conventional)*
	
	
	

	Computational node hours (Homogeneous many-core)**
	
	
	

	Computational node hours (w/GPU or accelerator)***
	
	
	

	Memory per node
	GB
	GB
	GB

	Aggregate memory
	TB
	TB
	TB

	Data read and written per run 
	TB
	TB
	TB

	Maximum I/O bandwidth needed
	GB/sec
	GB/sec
	GB/sec

	Percent of runtime for I/O 
	
	
	

	Scratch file system space needed
	TB
	TB
	TB

	Permanent online data storage
	TB
	TB
	TB

	Archival data storage needed
	TB
	TB
	TB


*-Please use “core hours” for “conventional” processors. (i.e., node-hours * cores_per_node). Intel “Ivy Bridge” is an example conventional processor.
[bookmark: _GoBack]**-Please use “node hours” for homogenous many-core architectures. A self-hosted Intel Xeon Phi “Knights Landing” is an example.
***-Please use “node hours” for “GPU or accelerator” usage
****- E.g., 32X column 1
 
