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Structure of the Genepool System JGI)
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User Access

ssh genepool.nersc.gov @ http://...jgi-psf.org
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Types of Jobs on genepool

e Batch — Scheduled

[[[[[[[[[[[[[[[[[[[[

(compute nodes, fpga)

— 8,320 cores for 72,953,280 compute hours per year in genepool

— use “gsub” to submit a job

e Interactive — Scheduled

— 80 cores presently, increasing size
— use “glogin” to submit a job

(compute nodes subset)

* Interactive — Unscheduled
— 4 login nodes, 27 gpint nodes
— ssh to the host, direct-use

e Services — Unscheduled

— Web services
— Database services
— Automated job submission / control

(login nodes, gpints)

(login nodes, gpints,
gpweb, gpdb, gpodb)
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Working interactively? JGIS
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* Not all work is appropriate for batch jobs
— The production queues can have a several hour wait

— For non-intensive, memory-limited operations

* one time file copy, home directory organization, code compilation,
development, process development (e.g. writing a batch script),
high-priority one-off work

e Use the genepool login nodes or your group’s gpint
— For resource intensive interactive work
* Use glogin to schedule your interactive job
— glogin -I high.c -l ram.c=40G ... [no script]

* ssh to a bunch of gpints and login nodes until you find one lightly
loaded and hope another user doesn’t interfere with your work
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Working interactively? JGIO
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* Tip: For an intensive job that needs to get done
soon-ish but you don’t want to write a batch script,

just use qsub qsub with stdin input:

genepool% qsub -v -cwd -1 high.c
find ./myDatabDir -type f -name \*.frag -exec cat {} >> $BSCRATCH/Targe_dataset.complete

<ctrl-d>
Your job 347292 (*STDIN”) has been submitted.

genepool1%
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Options for command line work on gpints .IGI(
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Command Line: ssh to gpintXX

* Direct ssh access to gpints is only possible from LBL sites, or
using LBL VPN (or JGI VPN)

* Dealing with connection disruptions:

— Setup the connection keep-alive connections properly

— Linux/MacOSX, edit SHOME/.ssh/config, add: TCPKeepAlive is on by
Host * default
TCPKeepAHve “yes” helps with network issues
ServerAliveInterval 120 _
ServerAliveCountMax 30 ServerAlive needs to be

configured by you

Keeps long running connections alive

— Windows (put‘ty) through firewalls and such

» Set “Session Properties = Connection = Sending of null packets to keep session
active = Seconds between keepalives” to 120 (2 minutes)
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Options for command line work on gpints  JGIS
* Problem: interactive work is lost when terminal
closed to go home, or network briefly interrupted

» Use screen or tmux to keep your session

— screen/tmux allow you to disconnect from an ssh session
and continue it later

— Also allow multiple terminals

— tmux has some nice features (color, scrollback, integration

with iterm2 on Mac); but is less used than screen so your
mileage may vary
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Options for graphical applications JGIS
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* Problem: I need to use a graphical analysis tool or
integrated development environment, or xemacs

 Answer 1: use ssh with X forwarding
— ssh -X genepool.nersc.gov
— ssh -Y genepool.nersc.gov (if you get security warnings)

— Just run the command. You will need an X client on your local system.
Trivial with linux, MacOSX; harder with Windows.

* Notes on X forwarding:

— X forwarding over ssh is robust, but often slow.

— Your work will be lost if the ssh session is terminated. See earlier tips for
keepalives.

— If you are using windows and want X-forwarding, try installing cygwin/X with
mintty and ssh; my experience is that this is often much better than Exceed or
even using putty for X forwarding to a Windows X client
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Options for graphical applications JGIS
* Problem: | need to use a graphical analysis tool or
integrated development environment, or xemacs

 Answer 2: use accelerated X 2 NX

— http://www.nersc.qgov/users/data-and-networking/connecting-to-
hersc/nx/

— NX provides a full linux window manager (the NERSC window manager is
rather old, this is being updated)

— NX (like screen, tmux) allows session reconnection; so you can come back
to your work later

* Notes on NX with NERSC

— For security reasons, your NX session will be on an NX server
without access to your data. You need to connect to genepool

(and soon a gpint!) once you arrive on the NX server
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Using NX JGIS
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Run many terminals,
save state!

[wao@oOl‘O ptfl$ sleep 3600:sh loadcandldate sh

Loading tuples using node 'localhost',
. 100000000 tuples were successfully loaded into table ‘candidate’. 00 |
Run graphical Loading tuples using node 'localhost . 40716
licat fact 99318304 tuul:les were suocesiful{ao:ooded into table 'candidate’, {1 row)
| N r Loading tuples using node 'localhost’
applications faste 99872543 tuples were successfully loaded into table ‘candidate’, 'Tula. 211,753 ms

subptf=> select count(lu_nat
te_id=candidate.id where ptf
count

than X-forwarding
'ate_id=candidate, id vhere ptf‘nue.dtsowery-fals:e,

' count{ lu_natches) =(> '— 3016518

< 30166 . (1 row)

(1 row) . 1

: show I} Tine: 1252868,642 ne

'Tinez 0 hrs, 2 nins, 22 secs, 814 ns dolatal] SubPLf=> select count (lu_nat

te_id=candidate,id where ptf

bwhlve=> \d exit
List of relations it _cont
' Schena | Nave | Type | Ouner
| . " . . 3016518
piblic | candidate | table | beshive sage: Ml (1 row)
public | deep_| | table | beshive nClusterl] v,
" public | proc_image | table | beshive Full Bac :Tan.é;4i592.010 e
- public | ptfnane | table | beshive Backup I|E subptf=
" public | rb_classifier | table | beshive End lime
public | subtraction | table | beshive 1334012860185166  152,168,123.40  Succe
(l;dalic)l test | table | beshive 7:40 2012-Rer-09 23:47:53
rous
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Eclipse JGIS,
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* Problem: I need to use Eclipse and X and NX are
both too slow

e Option 1) Run eclipse locally on your computer, and
use version control (git, svn, etc) to commit changes;

e Option 2) We are presently investigating Eclipse
Remote System Explorer
— Will allow direct editing of files on genepool

— Will permit direct execution and debugging of executables
on genepool (may need to use ssh tunnelling)

— This service will hopefully be available by the end of
February
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Options for using gpint web-services JGIS
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 Some groups have web services setup on the gpints
— gpintXX aren’t directly accessible on the general internet
— Option 1) LBL or JGI VPN to access the services directly

— Option 2) tunnel access through ssh

* ssh -L 50044:gpintXX.nersc.gov:50044 genepool.nersc.gov
* Direct web browser to http://localhost:50044

— Option 3) ssh SOCKS proxy (all web-browser traffic
diverted through genepool)
* ssh -D <portnum> genepool.nersc.gov
* Configure web browser to use the localhost:portnum as a proxy

e External HOWTO: http://www.mikeash.com/ssh socks.html
* Direct web browser to http://gpintXX.nersc.gov
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