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Operational Metrics
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Research Scientific
Computing Center
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High Scheduled Availability
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Scheduled Avallability

PSPS New AY  Facility Facility
power power
upgrade upgrade
Unscheduled A ‘ ‘ | | ‘ | | | ‘ ‘ 1 32%
"Oct "Nov "Dec " Jan "Feb "Mar " ppr "May " Jun " ul "Aug

Office of
Science

&l BERKELEY LAB e ENAERGOY

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn



Scheduled Availability and MTTI

Scheduled MTTI
Availability
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Cori 98.68% 13.5 days
CFS 100% 99.6 days
Archive 99.95% 29.4 days
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Utilization has been high

Cori Utilization
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Capability workload above target

Cori KNL Capability Metric: % Hours by Jobs >= 1,024 nodes

[ Cori == Target (25%)
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Compute-Hours Delivered ahead of target

Projects ~  Reports ~  Tools ~ Search users, projects | Q L sleak ~

Repo Name j Enter the project's name Current Allocation Year j m

[ NERSC hours charged [[___] Machine hours used [__] Uniform Charge Rate
8,000,000,000

7,000,000,000
6,000,000,000
5,000,000,000
4,000,000,000
3,000,000,000
2,000,000,000

1,000,000,000

2020-02-01 2020-03-01 2020-04-01 2020-05-01 2020-06-01 2020-07-01 2020-08-01 2020-09-01 2020-10-01 2020-11-01 2020-12-01 2021-01-01

Click and drag in the chart to zoom in.  Reset zoom.

ETEE) hitps://www.nersc.gov

NERSC requires using Multi-Factor Authentication (MFA) to increase your account security. Read instructions here.
NERSC Account Support: Open a ticket at: https://help.nersc.gov/ or email accounts @nersc.gov
NERSC Consultants: Open a ticket at: https:/help.nersc.gov/
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Effective User Support

Specific, Measurable Goals
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Effective User Support

Key metl"IC Tleet [ Tickets resolved within 3 days == Target
resolution b

75%

Target: 80% of tickets
addressed within 3 -~
business days

25%

FY to date: 92.4%

0%
Oct19 Nov19 Dec19 Jan20 Feb20 Mar20 Apr20 May20 Jun20 Jul20
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Effective User Support - Training

T Nersc raning Events

<« c @ © @ https:/jwww.nersc.gov/usersftraining/events/ 8 ~9uow ¥nDe s *

Goal: Enable users: 7

 To use the available resources S e S
. NERSC TRAINING EVENTS
more effectively el
* To help themselves

SpinUp: Oct 2020 5

atabases, APl endpont

See this for more:
Information abots... Read More »

Cooperative Groups -- Part 9 of 9 CUDA Training Series, September 17, 2020 »

VASP User Training on July
23,200 program GP Is.

(CUDA Concurrncy — Part 7
19 GUDA Traiing Sers, 14
duy21,2020 the matera rom te... Read More »

Spintp: duy 2020

bkt ieill  GPU Performance Analysis -- Part 8 of 9 CUDA Training Series, August 18,
2020 GPU Hackathon, July 2020 »

NERSC holds, hosts and promotes a - : v

Roofine on NVIDIA GPUS
Hackaihon, duly 8,2020 i
the materisl fom the... Read More »

. . . i
e —

wide range of training events T [t
Lo opsteos NERSG Wi st T-hour ol use g forVASP users n Tursday Jly 25, 2020, om 900 am 0 1000 P

(OpenAGG Traiing Seis, e, 9
dine 23,2020

aged Memary — Part§
019 CUDA Traing Sers, 9221Password: NERSCOne t2p... Read More »
e 18,2020

30 events this FY so far SERMII| e -t con st 1,2

~Part2 of 3 OpenACC P

o time
Hands-On User Traning,
May 21,2020

P
the materialfrom the presentaton... Read More »
(GUDA Atomcs, Reckotions,

and Warp St - Part 5 of

9 CUDA Training Seris, May.

13,2020 SpinUp: July 2020 »
Spinup: Apr 2020

Gatabases, APl endoin

Information abou... Read More »

Arm debugging and profiling tools tutorial, July 16, 2020
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Effective User Support - Documentation

I NERSC Documentation x
Now based on mkdocs S == SOEEET L
NeRsc NERSC Documentation Q fls‘h:: /:E:,imm
https://www.mkdocs.ora/) and
M M - NERSC Documentation NERSC Technica\ Documen‘[a‘[\'on ’ Table of contents
Home NERSC web pages
Getting Started Popular documentation pages
M a rk d OW n Accounts > & NERSC welcomes your contributions
Storage Systems ¥ Fork this repo

Environment

Policies > NERSC web pages
Development >
P ik N o NERSC Home page - center news and information
H Applications ¥ * MyNERSC - interactive content

ersion managed a S
Mty 2 « JupyterHiub - access NERSC with interactive notebooks and more
Performance >

. . .
DS . CI | a . CO e rSC . q | a . IO Science Partners > Popular documentation pages

Actonyms
Carrent Known Issues « Job Queue Policy - charge factors, run limits, submit limits
Help « Example Jobs - currated example job scripts

« Jobs overview - Slurm commands, job script basics, submitting, updating jobs
o Jupyter - interactive jupyter notebooks at NERSC
« Globus - high performance data transfers

« File permissions - Unix file permissions

Got an improvement? You can file an
iIssue or a merge request at
https://qitlab.com/NERSC/nersc.qgitlab.io
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https://www.mkdocs.org/
https://gitlab.com/NERSC/nersc.gitlab.io
https://gitlab.com/NERSC/nersc.gitlab.io

Effective User Support - Account Management

https://iris.nersc.qov

Replaced NIM on Dec 1, 2019

[ vis
<« c @ © & https://iris.nersc.gov/project/38525/home AR+ 4 yiInNDoe s & =
g,
Eo ] Iris Projects ~  Reports ~  Tools ~ Search users, projects | Q 2 sleak ~
TS
22 m1759 Jobs Storage Roles Groups History
Current Allocation: 5,000,000 hrs Machine Hours Used: 4,481,756 hrs. ERCAP Request: 20,000,000 hrs
NERSC Hours Charged: 3,862,567 hrs. Node Hours Used: 227,766 hrs ERCAP Award: 5,000,000 hrs
Available Hours: 1,137,433 hrs Average Charge Factor: 0.2
Remaining %: |, 2
——] NERSC hours charged [[___] Machine hours used [___] Uniform Charge Rate
5,000,000
4,000,000
3,000,000
2,000,000
1,000,000
0- s

Click and drag in the chart to zoom in.  Reset zoom.
Per-User compute allocations

User Username Charged Hours Machine Hours  Node Hours Avg CF

2020-10-01 2020-11-01  2020-12-01 2021-01-01
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@ Update Allocations
% Remaining Allocated Allocation % of  Last Updated
lours Project
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User Feedback

Annual Survey

* Outsourced to NBRI
 Participation targets (coverage)

O

O

10% of users (12.1%)
50% of compute hours (51.5%)
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High overall satisfaction

Satisfaction Scores
Very dissatisfied

Software

Data Resources
Computing Resources
Services

Overall Satidfaction

0
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70%

Average Survey Score

Overall Services  Computing Data Software

2018 w2019 (Scaled) Target
Very satisfied
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Industry benchmark results

NBRI benchmarked our consulting &
user satisfaction results against our
peers (based on our NAICS code)

Overall Performance

Amongst our peers our average
satisfaction rating was 76th percentile

Industry Stretch NERSC 2020 Best
Average Performance in Class
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Root cause analysis

Satisfaction Scores
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High Impact Themes

What does NERSC do How can NERSC

well? serve you better? Perimutter ]
coming soon!

Customer support Queue times
Consultant response time Computational time
Computational services Time limits
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Other Noteworthy themes

Documentation - scored as both a strength and a weakness

* Interpretation: Good documentation is important
* Please participate! https://qgitlab.com/NERSC/nersc.qgitlab.io

Sterage - no longer a widespread pain point
« CFS deployment has alleviated that

Office of
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https://gitlab.com/NERSC/nersc.gitlab.io

Survey Conclusions

Overall survey results indicate positive view of NERSC by its
users

Actions:

« Continue to provide high-quality services for users
* Innovate to improve services & make best use of existing

resources
» Advocate for more resources
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