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Deep Learning Surrogate Models for 
Kinetic Landau Fluid Closure
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Kinetic closure

With such a complicated spatiotemporal closure, how can one implement it into a fluid simulation in configuration space?

Fluid simulations with kinetic closures can be achieved by Deep Learning, 
with DL surrogate model closure predicted by the neural networks

(5)
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Training: using Stochastic gradient descent (SGD) to 
optimize loss function L 
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Mean-Absolute-Error vs the number of training samples 
for different types of neural networks with different activation functions

HP Landau closure 
Hammett and Perkins PRL 1990
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Probability distribution function (PDF) of absolute error 
for different neural network models when nsample= 106

The Mean absolute errors for different NN

eMLP =9.72x10-4

eCNN =7.45x10-4

eoptimized =5.49x10-4     for MLP

eDFT =2.69x10-8
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Relative error (MRE) comparison of HP closure 
between DL surrogate model & non-Fourier (NF)

Ns=10000, Nz=128, Nlayers=3, Nneuron=210, Nk=7

MRE for DL MRE for NF MRE for NF estimates

5L



08/18/2020                                                                                                                   Xu, Ma, Wang, Zhu  – LLNL All-FESP Meeting 7

Ns=10000, Nz=128, Nlayers=3, Nneuron=210, Nk=7

Comparison of fluid simulations between analytical and DL surrogate model 
closures for collisionless kinetic Langmuir waves 

• For the DL model, there is a concern about 
the error accumulation problem

• Our results show that simulations with 
the deep learning surrogate model are 
as good as, if not better than, 
simulations with the analytic closure in 
terms of long-term numerical stability in 
the linear Landau damping test.
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Summary & Discussion

• Appropriate neural networks are capable to calculate Landau fluid closure;

• NN can be implemented in global fluid legacy codes, such as BOUT++ for the LF closure in 
configuration space

• Training neural network closure with kinetic simulation data:

Kinetic codes  NN BOUT++

• Training more neural network closures for macroscopic fluid simulation codes to capture 
microdetails, such as
o turbulence fluxes, 
o Trapped particles
o …

closuretrain


