


What Is Jupyter?

Interactive open-source web application ——
Allows you to create and share documents, “notebooks,’ containing: jupyter
Live code N
Equations
Visualizations
Narrative text
Interactive widgets

Things you can use Jupyter notebooks for:
Data cleaning and data transformation
Numerical simulation

Statistical modeling

Data visualization

Machine learning

Workflows and analytics frameworks
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Why Does NERSC Care About Jupyter?

Data 8: Foundations of Data Science, Fall 2018, ZeIIerbaéh Hall

s
2017 ACM Software System Award: > + )

“... a de facto standard for data analysis in research, education,

journalism

and industry. Jupyter has broad impact across domains and use cases.
Today more than 2,000,000 Jupyter notebooks are on GitHub, each a

distinct instance of a Jupyter application—covering a range of

uses from

technical documentation to course materials, books and academic

pub|icati0ns." H1 whitened data around event
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3
2
1
0
-1
2
3
0

'r“l‘ Jl o

-0.150 -0.125 -0.100 -0.075 -0.050 -0.025 0.000

0.025 0.050

3

Integral part of Big (Data) Science &
Superfacility:

LSST-DESC, DESI, ALS, LCLS,

Materials Project, NCEM, LUX, LZ, KBase

Generational shift in data science:
UCB's Data 8 course, entirely in Jupyter
“I'll send you a copy of my notebook”
Training events adopting notebooks (DL)

Reproducibility and science outreach:
Open source code and open science
Jupyter notebooks alongside publications
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Jupyter Usage at NERSC
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Unique Jupyter Users per Month
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For comparison, about 3000 users per month connect via ssh
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NERSC and Jupyter: 7 Years Together

NERSC hubs
merged
JupyterHub as NERSC Deploy hubs via More Cori nodes; Jupyter on
“science gateway” app Docker (Spin) CPU, GPU batch Perlmutter GPU
I
Hopper Jupyter on Cori JupyterLab beta More Cori nodes; Jupyter on
Edison via JupyterHub becomes default expand batch access Perimutter CPU
Cori
Perlmutter
2014 2015 : 2016 2017' T201 ® 2019: 20?0 | !021 2022
IPython — Jupyter batchspawner JupyterLab beta jupyterlab
ython — upyt P Pyt favorites+recents
JupyterHub wrapspawner jupyterlab-slurm jupyter-server-proxy || JupyterLab 3

Named servers Ul
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OK, How Do | Use Jupyter at NERSC?

Jupyter at NERSC is provided through a JupyterHub deployment we manage:
Redirects you to authenticate if needed
Spawns a notebook server for you somewhere at NERSC

Manages communication between you and your notebook
Keeps track of and manages your notebook process
Can provide helpful additional services

https:/jupyter.nersc.gov/

Z Jupyterhub

The following NERSC resources that Jupyter depends on appear to be in maintenance or
having issues. This may impact Jupyter. See the NERSC MOTD for further information.
Perlmutter status: degraded

Sign in with Federated Identity at NERSC

Authenticate

Z Jupyterhub  ome

Services~  Documentation

juptest | @ Logout

The following NERSG resources that Jupyter depends on appear to be in maintenance or having issues. This may
impact Jupyter. See the NERSC MOTD for further information.

Shared
CPU Node

Perimutter

Resources

batch queues,

Use Cases

Shared
GPU Node

Visualization and analytics that
are not memory intensive and
an run on just a few cores.

Perlmutter status: degraded

Exclusive CPU
Node

Node

Use a node shared with other
users' notebooks but outside the

using defautts.

can be done on a single node.

Choose

Exclusive GPU

Use your own node within a job allocation

Visualization, analytics, machine learning
that is compute or memory intensive but

Configurable GPU

Use multiple compute
nodes with specialized
settings.

Mutti-node analytics jobs,
jobs in reservations, custom
project charging, and more.

File Edit View Run

+ -]
o FAVORITES
A SHOME
)| $SCRATCH
| fie srowsen
/- /i/juptest/
@
Name -
m dots

") Dask-Example-...
O Makefile

O B sum-s31563.00t

7 Untitled.ipynb
[ Untitled1.ipynb

02 &

Kernel Tabs

4 c

*

Last Modified
2 months ago
amonth ago
6 months ago
2 months ago
2 months ago

2 months ago

Settings  Help
% Untitled1.ipynb x
| + X

(:

7| Dask-Example-Notebook.i X

O O » m C Code v Python3 O

import os
scd

workdir = os.path.join(os.environ ["SCRATCH"
smkdir -p $workdir

scd $workdir

srm —rf *

, "dask")

/global/u1/r/rthomas
/global/gscratchl/sd/rthomas/dask

%load_ext slurm_magic

susbatch

#1/bin/bash

#SBATCH —-constraint=haswell
#SBATCH
#SBATCH
#SBATCH
#SBATCH —-time=30

echo $SDN_IP_ADDR
export PATH=/global/common/gerty/software/python/3.6-anaconda-

nython -u_&(which dask-scheduler) —-scheduler—file scheduler.i
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How Do | Choose a Notebook Server to Spawn?

Perlmutter Shared CPU:

Notebook on Perlmutter IOgin node Z Jupyterhub Home Token  Services~  Documentation juptest @ Logout

There are like 40 of those nodes!

Can see /cfs, SHOME, etc B e sl e Rl e Other Perlmutter Options
Can see Perlmutter SSCRATCH Peimier is: degrades Notebook in job allocations
Same Python env as ssh login ot Sheres Bxotene ry Exclusive Gou CPU node or GPU node
Can submit jobs via Isbatch CPUNode  GPU Node Node Node Configurable GPU

Perimutter

m =

IrCe Use a node shared with other
users' notebooks but outside the
batch queues.

your own node within a job allocation Use multiple, pute

nodes with lized
settings.
Use Cases Visualization and analytics that Visualization, analy} achine learning Multi-node anflytics jobs,
are not memory intensive and that is compute or memdNgggtensive but jobs in reservilons, custom

project chargiflh, and more.

cori Shared CPU Node: can run on just a few cores. can be done on a single node:
Notebook on cori{13,14,16,19} Cori GPU Node Options
That's right, just 4 nodes Shared = Other users Enabled if you have GPU QOS
Can see /cfs, SHOME, etc Notebook on cgpu{01-18}
Can see Cori $SSCRATCH are on the same node Runs in a job allocation

Same Python env as ssh login 4h for shared nod
Can submit jobs via !sbatch as you (4h for shared node)
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JupyterLab Interface

File

Edit View Run Kernel Git Tabs

FAVORITES

B $PSCRATCH
B $CSCRATCH

™ $HOME

FILE BROWSER

CeEERFEREREEFEEEEEEEEEEREERETSR

DD

| r/ rthomas / *

- Last Modified
-
add_pm 6 months ago
dask-worker-space 17 minutes ago
has-tom| 4 months ago
julia-1.4.0 3 years ago
jupytercon-jupyterl... 4 years ago
mapper 3 years ago
meltdown-spectre 5 years ago
mingyuli 3 years ago
‘mmedford 4 years ago
5 months ago
a month ago
tmp1 8 months ago
tmp2 8 months ago
tmp3 6 months ago
tmpa 6 months ago
toast 5 months ago
vm-config a month ago
work 5 months ago
xalt a year ago
10GB.dat 2 months ago
2021-09-03-dask-. a year ago
20220908T10495. 19 days ago
20220908T10495... 19 days ago
20220908T10500. 19 days ago
20220908T10592. 19 days ago
20220908T10592... 19 days ago
20220908T10593... 19 days ago
20220908T110010... 19 days ago
20220908T110015... 19 days ago
20220908T110116.. 19 days ago

20220908T110121. 19 days ago

Settings  Help

= analyze-jupyter-users.ipynl X | +

[ Terminal 1

[aflu] Markdown v ®

Analyze Jupyter Users

This notebook uses "top" files that are stored on the platform. Every 5 minutes we run top on each of the Cori shared Jupyter nodes. Users who show up there wi
the string "jupyter" somewhere on the same line are probably using Jupyter. We're just interested in who we see doing that on a 5 minute cadence. t's not an exact
science, but it's indicative of how many users we have. There's another measurement collected from the hub directly, but e find it's good to have >1 way to

measure.

This notebook is both for prototyping and for production!

Client

scheduler_file h.join(os.
dask. O "distributed"] ["d;
UPYTERHUB_SERVICE_PREFIX}proxy/{hi

client = Client(scheduler_file-scheduler_file)
client

client. O

glob

tasks = client.map(
host: glob.
ril4

(f"{os. H'1}/{host}/*
"coril6" ]

as_completed

paths 0
future, result in as_completed(tasks, with_results e):
paths result

paths.sort()
(paths)

rthomas@login3d: /global/ul/x/rthomas>

python-voila | Disconnected Mem: 245.59 MB

Mode: Command

No Kernel @

® Ln1,Col1 _analyze-jupyter-users.ipynb
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JupyterLab Interface: NERSC Goodies

File Edit View Run Kernel Git Tabs Settings Help

Jlyze-jupyter-users.ipyni X | +

FAVORITES 00O

»  Markdown v @ NoKernel @

B $PSCRATCH

™ SCSCRATCH Analyze Jupyter Users

™ $HOME

This notebook uses "top" files that are stored on the platform. Every 5 minutes we run #an.an aach of tha Cari sharad_lunvtar nadac_Lisars wha showiin thara with

FILE BROWSER
the string "jupyter” somewhere on the same line are probably using Jupyter. We're just

acience, but it's indicative of how many users we have. There's another measurement (

o Favorites (NERSC/jupyterlab-favorites)

« | Last Modified This notebook is both for prototys*.and for productiont

e Bookmark your favorite places on the file system

add_pm 6 months ago

dask

S s i Prepopulate with SHOME and ${C,P}SCRATCH

scheduler_file .path.join(os. 1 heduler. json")
julia-1.4.0 3 years ago dask. [ (

s S o ‘ Add the current directory by clicking the % icon

mapper 3years ago
eftdown.spectra Bt S;:nt Client(scheduler_file-scheduler_file)
ien

mingyuli 3 years ago

mmedford 4 years ago client.restart()

5 months ago R alob

a month ago

tasks = client

tmp1 8 months ago host: ATCH' 1}/{host}/*. tof
", "coril4", "coril

tmp2 8 months ago Leorith:

tmp3 6 months ago

tmpa 6 months ago dastod : SsEcampleted

toast 5 months ago paths 0

future, result in as_completed(tasks, with_results

paths += result

work 5 months ago paths. O

(paths)

vm-config amonth ago

xalt ayear ago

CeEERFEREREEFEEEEEEEEEEREERETSR

10GB.dat 2 months ago B Terminal 1

2021-09-03-dask-. ayearago M rinomaselogin3a: /global/ul/x/rthomas>

=)

20220908T10495. 19 days ago
20220908T10495... 19 days ago
20220908T10500. 19 days ago
20220908T10592 19 days ago
20220908T10592... 19 days ago
20220908T10593... 19 days ago
20220908T110010... 19 days ago
20220908T110015... 19 days ago
[ 20220908T110116. 19 days ago
1} 20220908T110121... 19 days ago

M 290 s

Simple python-voila | Disconnected Mem: 245.59 MB Mode: Command @ Ln‘, Col 1 _analyze-jupyter-users.ipynb
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JupyterLab Interface: NERSC Goodies

File Edit View Run Kernel Git Tabs Settings Help

Bt Cc ¢ # analyze-jupyter-users.ipynl X | +
B+ XO0O > . »  Markdown v ® NoKernel @

FA| DRITES
B SPSCRATCH

Analyze Jupyter Users

This notebook uses "top" files that are stored on the platform. Every 5 minutes we run top on each of the Cori shared Jupyter nodes. Users who show up there with
the string "jupyter" somewhere on the same line are probably using Jupyter. We're just interested in who we see doing that on a 5 minute cadence. It's not an exact
science, butit's indicative of how many Users ws have, There's another meSsEaIaEE Collactact £ac tba bk ciacii g £octdt oot D o

FILE B OWSER

measure.
1.+ [ rthomas / *

Las‘MeMed— This notebook is both for prototyping and for productiont Open from Path...
File | Edit View Run Kernel Git Tab Jump to where you want to go on the file system

New

New Launcher

scheduler_file)

Open from Path...
Open from URL...

Recents
TCH'1}/{host}/*

e - Recents (NERSC/jupyterlab-recents)

5_completed

e Recent locations you've visited on the file system

vm-config a month ago paths result

work 5 months ago paths. (9]
(paths)

xalt ayearago
10GB.dat 2 months ago B Terminal 1
2021-09-03-dask- ayearago [ . +hcnaseloginaa:/global/ul/r/xthonas>
20220908T10495. 19 days ago
20220908T10495... 19 days ago
20220908T10500. 19 days ago
:} 2020908710592 19 days ago
1} 20220008T10592... 19 days ago
:} 20220908T10593... 19 days ago
:} 20220008T110010.. 19 days ago
1} 20220008T110015.. 19 days ago
2022090871016 19 days ago
20220908T110121.. 19 days ago

M 290 s

Simple 0 @ @  python-voila | Disconnected Mem: 245,59 MB Mode: Command @ Ln‘, Col 1 _analyze-jupyter-users.ipynb
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Kernels: How You Compute with Jupyter

wn
g
3 S
a ¥ o
cg S
X Notebook
@ Browser Kernel
server
User
X
(@)
S
L=
o
=
https://jupyter.readthedocs.io/en/latest/architecture/how_jupyter_ipython_work.html
=3- 11 Office of
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https://jupyter.readthedocs.io/en/latest/architecture/how_jupyter_ipython_work.html

Your Own Jupyter Kernel

Most common Jupyter question:
“How do | take a conda environment and use it from Jupyter?”

Several ways to accomplish this, here's the easy one.

$ module load python

$ conda create -n myenv python=3.9

$ source activate myenv

(myenv) $ conda install ipykernel <other-packages>...

(myenv) $ python -m ipykernel install --user --name myenv-jupyter

This creates a

Point your browser to jupyter.nersc.gov. "kernelspec” file.

(You may need to restart your notebook server via control panel).
Kernel “myenv-jupyter” should be present in the kernel list.

Office of
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The kernelspec File

(myenv) rthomas@coriOl:~> cat \

SHOME/ .local/share/jupyter/kernels/myenv-jupyter/kernel. json
{

"argv": [
"/global/homes/r/rthomas/.conda/envs/myenv/bin/python",
"_m",

"ipykernel launcher",

n_fn,

"{connection file}"

]I

"display name": "myenv-jupyter",

"language": "python"

}

Eal BERKELEY LAB @ ENERGY o™
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Additional Customization

{

"argv'": [
"/global/homes/r/rthomas/.conda/envs/myenv/bin/python",
"_m",

"ipykernel launcher",
n_fmn ,
"{connection file}"

1,

"display name": "myenv-jupyter",

"language": "python",

"env": ({

"PATH": ..,
"LD_LIBRARY PATH":

oo

e 14
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{

}

Additional Customization

" argvll : [

"/global/homes/r/rthomas/jupyter-helper.sh",

n_fn ,
"{connection file}"

1,

"display name": "myenv-jupyter2",

"language'": "python",

The helper script is the most flexible
approach for NERSC users since it
easily enables use of modules,
environment variables, etc.

15

\J

Meanwhile, in jupyter-helper.sh:
#!/bin/bash

export SOMETHING=123

module load foo

exec python -m ipykernel "$@”

Eal BERKELEY LAB @) ENERGY o7
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A Shifter Kernelspec
"argv'": [ “r/”’

Image name
"shifter", / g
"--image=continuumio/anaconda3:latest",

"/opt/conda/bin/python",
"_m",
"ipykernel launcher", \Path to Python in
"-f", the image
"{connection file}"

1, SHIFTER

"display name": "my-shifter-kernel",

"language": "python"

}
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Debugging Jupyter Stuff

« YOUR FRIEND!!!

(myenv) rthomas@coriOl:~> cat ~/.jupyter-cori.log

[I 2018-03-19 16:00:08.175 SingleUserNotebookApp manager:40]

[nb_conda kernels] enabled, 5 kernels found

[T 2018-03-19 16:00:08.248 SingleUserNotebookApp extension:53] Jupyterlab beta preview extension loaded from
/usr/common/software/python/3.6-anaconda-4.4/1ib/python3.6/site-packages/jupyterlab

[I 2018-03-19 16:00:08.248 SingleUserNotebookApp extension:54] JupyterlLab application directory is
/global/common/cori/software/python/3.6-anaconda-4.4/share/jupyter/lab

[T 2018-03-19 16:00:09.
[T 2018-03-19 16:00:09.
[T 2018-03-19 16:00:09.
[W 2018-03-19 16:00:09.

named 'nbbrowserpdf'

[T 2018-03-19 16:00:09.

version 0.8.0.rcl

[I 2018-03-19 16:00:09.
/user/rthomas/tree/global/homes/r/rthomas? (@128.
09.
09.
09.
09.
09.
(twice to

[I
[I
[I

2018-03-19
2018-03-19
2018-03-19
[T 2018-03-19 16:
[T 2018-03-19 16:
down all kernels

16:
16:
16:

00:
00:
00:
00:
00:

123
129
181
181

186

190

194
194
194
194
194

[I 2018-03-19 16:00:09.236
/user/rthomas/tree/global/homes/r/rthomas? (@::£f£f£f£:10.42.245.15) 0.39ms

SingleUserNotebookApp
SingleUserNotebookApp
SingleUserNotebookApp
SingleUserNotebookApp

SingleUserNotebookApp
SingleUserNotebookApp

SingleUserNotebookApp
SingleUserNotebookApp
SingleUserNotebookApp
SingleUserNotebookApp
SingleUserNotebookApp
skip confirmation).

SingleUserNotebookApp

__init_:35]
__init  :43]

handlers:73]
handlers:292]

[nb_anacondacloud] enabled
[nb_conda] enabled
v/ nbpresent HTML export ENABLED
X nbpresent PDF export DISABLED: No module

singleuser:365] Starting jupyterhub-singleuser server

log:122] 302 GET /user/rthomas/ -
55.206.24) 0.62ms

notebookapp:1445] Serving notebooks from local directory: /
notebookapp:1445] 0 active kernels

notebookapp:1445] The Jupyter Notebook is running at:
notebookapp:1445] http://0.0.0.0:56901/user/rthomas/
notebookapp:1446] Use Control-C to stop this server and shut

log:122] 302 GET /user/rthomas/ -
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Jupyter at NERSC

Go to https:/jupyter.nersc.gov to use Jupyter at NERSC

Use a kernel-spec to use a conda environment in your notebook
You can customize those kernelspec files in many ways

We work on making Jupyter work and work better for you

Always looking for:
New ways to empower Jupyter users
Feedback, advice, and even help:
https://help.nersc.gov/
rcthomas@Ibl.gov
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