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Afternoon Schedule

i
1:40 pm Data Transfer Shreyas Cholia
2:10 pm File Systems + Burst Buffer Wahid Bhimiji
2:30 pm I/0 Best Practices Quincey Koziol
2:50 pm Break

3:10 pm Python and Jupyter Rollin Thomas
3:30 pm Machine Learning Mustafa Mustafa
3:50 pm Shifter Shane Canon
4:10 pm End
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Cori Brings HPC & Data Together m

Gerty Cori: Biochemist and first American woman to win a Nobel Prize in science

Phase I: 2388 x 32-core Intel Xeon “Haswell” 128 GB DDR4
Phase II: 9688 x 68-core Intel Xeon Phi “KNL” 96 GB DDR4 + 16 GB MCDRAM
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Production Data Stack

Capabilities Technologies
o (]
Data Transfer + Access & GridFTP  jupyter m Q\S>\\’\O(\ o m
LR R ] s AN
&
N’

globus online
TaskFarmer ﬁ

.
//D:D
Workflows Flré ork&n

HEN
[ |
mnetCDF

Data Management

Data Analytics

TensorFlow

Caffe PYTORCH

Data Visualization -

”’ ParaView

U.S. DEPARTMENT OF | (Office of
Science




'

Cori’s Data-Friendly Features \
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Asks

e Please engage with NERSC staff members
o Provide feedback, critique
o Tell us about interesting science problems!
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Questions? Comments?
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