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Debuggers

* Program errors
— Program crashes
— Program hangs
— Wrong results

e How to find and fix them?

— Print statements
* Difficult to guess where to put them and what to print
* Recompile whenever you change them
* Tedious and exhausting, especially for parallel codes

— Debuggers
* Compile only once (generally)
* Control execution of your program
* Check variables
* Identify where the code fails or hangs and why
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Parallel debuggers on Cori and
Edison

Parallel debuggers with a graphical user interface
— DDT (Distributed Debugging Tool)
— TotalView

* Specialized debuggers on Cori and Edison

— STAT (Stack Trace Analysis Tool)
* Collect stack backtraces from all (MPI) tasks

— ATP (Abnormal Termination Processing)
* Collect stack backtraces from all (MPI) tasks when an application fails

* Valgrind
— Suite of debugging and profiling tools
— Best known for its detailed memory debugging (memcheck)
— https://docs.nersc.gov/development/performance-debugging-tools/valgrind/

* Intel Inspector
— Thread and memory debugging
— http://www.nersc.gov/users/software/performance-and-debugging-tools/inspector/

* Cray debuggers for comparative debugging
— CCDB
— lgdb
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https://docs.nersc.gov/development/performance-debugging-tools/valgrind/
http://www.nersc.gov/users/software/performance-and-debugging-tools/inspector/

DDT and TotalView

* GUI-based traditional parallel debuggers
 C, C++, Fortran codes with MPI, OpenMP, pthreads

* Licenses
— DDT: up to 8192 MPI tasks on Cori and Edison
— TotalView: up to 512 MPI tasks on Cori and Edison
— Shared among users and machines

* Forinfo

— https://developer.arm.com/products/software-development-t
ools/hpc/arm-forge

— https://docs.nersc.gov/development/performance-debugging-t

ools/ddt/

— https://www.rogsuewave.com/products-services/totalview

— https://docs.nersc.gov/development/performance-debugging-t
ools/totalview/
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https://developer.arm.com/products/software-development-tools/hpc/arm-forge
https://developer.arm.com/products/software-development-tools/hpc/arm-forge
https://docs.nersc.gov/development/performance-debugging-tools/ddt/
https://docs.nersc.gov/development/performance-debugging-tools/ddt/
https://www.roguewave.com/products-services/totalview
https://docs.nersc.gov/development/performance-debugging-tools/totalview/
https://docs.nersc.gov/development/performance-debugging-tools/totalview/
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How to build and run with DDT

ftn -g -00 -o jacobi mpi jacobi mpi.£90 -gfor debugging symbols;
-00 for the Intel compiler

salloc -N 1 -t 30:00 -gq debug -C knl Start an interactive batch session
module load allinea-forge Load the allinea-forge module to use DDT
ddt ./jacobi_mpi Start DDT
X! Run

Application: /global/cscratchl/sd/wyang/debugging/jacobi_mpi Details

Application: |/global/cscratchl/sd/wyang/debugging/jacobi_mpi ;]EJ

Arguments: [ |

[ stdin file: | = _aJ

Working Directory: | | EI

¥ MPI: 16 processes, SLURM (MPMD) Details

Number of Processes: |16 33
I~ Processes per Node |1 3:

Implementation: SLURM (MPMD) Change... I

srun arguments | |
I~ OopenMP Details
[~ cuba Details
[~ Memory Debugging Details...
I~ Submit to Queue Configure... Parameters...
Environment Variables: none Details
Plugins: none Details
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If you work far away from NERSC Bliaaa

* Remote X11 window GUI application over network: painfully
slow response

e Two solutions

— Use NX (NoMachine) to improve the speed
* Works for X window applications

° httQSI[ / docs.nersc.govz connect/nx/

— Use Arm Forge remote client
* Run on your desktop/laptop

* Submit a debugging batch job on a NERSC machine and make the job connect
to the client (“reverse connect”)

* Displays results in real time

* https://docs.nersc.gov/development/performance-debugging-tools/ddt/#reve
rse-connect-using-remote-client (for setup)

* https://developer.arm.com/products/software-development-tools/hpc/downl
oads/download-arm-forge (for downloading remote clients)
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https://docs.nersc.gov/connect/nx/
https://docs.nersc.gov/development/performance-debugging-tools/ddt/#reverse-connect-using-remote-client
https://docs.nersc.gov/development/performance-debugging-tools/ddt/#reverse-connect-using-remote-client
https://developer.arm.com/products/software-development-tools/hpc/downloads/download-arm-forge
https://developer.arm.com/products/software-development-tools/hpc/downloads/download-arm-forge

Arm Forge remote client settings

* Uncheck the ‘Proxy through login node’ box -- for
MFA authentication

® 0 Remote Launch Settings

Connection Name:  cori|

Host Name: wyang@cori.nersc.gov wyang@cmom02.nersc.gov
How do | connect via a gateway (multi-hop)?

| Remote Installation Directory: /global/common/sw/cray/cnl6/haswell/allinea-forge/default

Remote Script  /global/common/sw/cray/cnl6/haswell/allinea-forge/remote-init

| Always look for source files locally
' KeepAlive Packets: Enable

Interval: 30 seconds

Proxy through login node

Test Remote Launch

Help Cancel
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DDT window

For nav|gat|0n %! Arm DDT - Arm Forge 18.3
W
o [u B8 KO ELEEIES ! .
|| current Group: JAIl  =]FocUs on current: & Group ¢ Process  Thread [I~ Step Threads Together | q Processing entity
Al CIEIEIEIEE]E] ] ][] k2] [r2] [re] [24] [25] to control
Create Group
Project Files 8 X | F jacobi_mpi.foo [£] l Locals  Current Line(s) I Current Stack |
Search (CtrI+K) < ig(lj B subroutine set_bc(u,n,js,je) _a||current Line(s) 8 X
£l & Application Code 182 implicit none Nar_ne I
B8 / 183 include 'mpif.h' - joff
B ¥ Sources 184 integer n, js, je myid
jacobi_mpi.f90 185 real u(o:n,js-1:je+1) 2
- ® compute_diff }SS 1ntfger ;.], i, joff, np, myid P
- @ get_indices £ s g
- @ init_fields i? THEagER=Ten Sparklines
:. ]aC%b'-mp' 190 call mpi_comm_size(mpi_comm world,np,ierr) P
i W - 1EaC params 191 call mpi_comm_rank (mpi_comm world,myid,ierr)
- @ set_bc 192
B . External Coda 193 Joff = myid * ((n + 1) / np)
i To check the value of a
195 h=1l.0/n . . .
196 variable, right-click on a
197 @ if (myid == @) then
198 @ d 0, H
L Sy wepas variable or check the
200 enddo .
B pane on the right
<
—_— 1
Input/Qutput | Breakpoints | Watchpoints ~ Stacks I Tracepoints | Tracepoint Output | Logbookl Evaluate & X
Stacks & X | Name Value
Processes IThreads Function / I —
16] 116] Euacobl mpi (jacobi_mpi.f90:45)
16 16 Binit f|eds (j acbl mf90 174)
g set bc (jacobi mpi.f90:193)

2[ ] 2 lnem _gni_error_handler TO evaluate
Parallel stack frame view is helpful in expressions
quickly finding out where each process is
executing

Type: long
Q.
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Breakpoints, watchpoints and
tracepoints

* Breakpoint
— Stops execution when a selected line (breakpoint) is reached
— Double click on a line to create one; there are other ways, too

 Watchpoints for variables or expressions
— Stops when a variable or an expression changes its value

* Tracepoints

— When reached, prints what lines of codes is being executed and
the listed variables

e Can add a condition for an action point
— Useful inside a loop

e Can be made active or inactive
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Check variables

* Right click on a variable for a quick summary
* Variable pane
* Evaluate pane

e Display variable values over processes (Compare across processes) or
threads (Compare across threads)

* MDA (Multi-dimensional Array) Viewer *

Array Expression:  yNorth[$i] Evaluate
. . .
— V I S u a I I Z at I O n Distributed Array Dimensions: None lo | view distri ? oo
_ | Align Stack Frames
S ta t i S t i s | Staggered Array What does this do? llio tidale
Range of $i
From: o
To: 49
= :
Display: = Rows
Array Expression:  yNorth($i] Evaluate -
Distributed Array Dimensions: None ;' How do | view distributed array Sanoel =
Alig % Only show if: See Examples
= £ ~|Au
SLousid ey el nie dad Daia Tablo._[Siatchess
ange of $i Count: 50
From: 0 Not shown: 0
To: 49 Errors: 0
Display: = Rows Aggregate: 0
D Numerical: 50
Sum: 15.2618
Only show if: See Examples Minimum: 0
Data Table  Statistics Maximum: 0.580318
) Goo |4 Visuaize [ Expon . Full Window papdeci0 R0 e
Mean: 0.305235
10 [ Variance: 0.0304291
1 00131118195 .0
2 0.0262203719 e
3 00393223912 TEE
4 0.0524146073 inf: 0
5 0.0654937625 -inf: 0
8 0.0785565972 <0: 0
T 0.0915998444 .
8 0.10462027 =01
>0: 49
Help Help Cl
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TotalView

$ Sal 1 oCc - N 1 - t 3 0 . 0 0 - q debug = () Startup Parameters - srun <@nid01308> —— ® ®
$ mo du 1 e 1 oad t (o) t a 1 vi ew Debugging Optionsl Arguments | Standard IIO] Para[lell
_| Enable ReplayEngine
$ expor t OMP NUM THREADS = 6 Record @l program state while running. Roll back your program to any point in the past.
L] . - . . . | Enable memory debugging
$ to ta 1'V':|_ ew srun -a -n 4 . / J acob 1 mp 1 omp Track dynamic memory allocations. Catch common errors, leaks, and show reports.

_| Halt on memory errors

_| Enable CUDA memory checking
Th Detect global memory addressing violations and misaligned global memory accesses.
en,

* Click OK in the ‘Startup Parameters - srun” window

|7 Show Startup Parameters when TotalView starts

Changes take effect at process startup.

Cancel Help

e, . . T\
Click ‘Go’ button in the main window [)
N

= () srun <@nid01308> ———— ©E ®
File Edit View Grpef mwocess Thread Action Point Debug Tools Window ﬂelp‘
Group (Contr0|) ‘_/_! & i \%j& i' 5 ‘Oj _/é @ " ) ‘ « %g
Go Hgit Kill Restart|Next Step ©Out Run To|Record GoB ) g ‘

Process 1

). srun (Exited or Never Created

Stack Trace TJ Stack Frame

* Click ‘Yes’ to the question ‘Process srun is a parallel job. Do you want to stop the job now?’

= () Question <@nid01308: © X

Process srun is a parallel job.
Do you want to stop the job now?
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TotalView (cont’d)

= () TotalView for HPC 2016.07.22 <@nid01308>= © ® ® = () srun<jacobi mpiomp>.0 <@nid01308> For nawgatlon

Elle ‘Edit ‘¥lew Tools File Edit View Group Beeeess™Trread A

Root window

Help |

Process State

&

| Procs |Threads |Members

-l Running

<unknown addressz
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Configure <<

State of MPI tasks
and threads;
members denoted
roughly as
‘rank.thread’
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Process window

Clion PomesRebug  Tools  Window

DIiI »

|
ol {Sonval Go Halt Klll Restart

Next Step Out Rz

N

O

Record GoBack Prpv Un t pC

Help ‘
1 2 M
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npiomp=.0 {At Breakpoint 1) [M]

AL Trves 1 ( 25656967 facobi_mpiomp (At Breckpoint 1) TN

Stack Trace Stack Frame
[¥30] jacobi_mpiomp, FP=7ff£f£f£65£0 -\ Function "jacobi_ mpiomp": Al
main, FP=7fffff££f66390 No arguments. e
__libe_start_main, FP=7fffffff6750 Local wvariables:
_start, FP=Tfffff££f6760 ierr: 0 {0x00000000)
nbr_up: 1 {(0x00000001)
nbr_down: -1 (Oxffffffff)
jel: 5999 {0x0000176f)
jsl: 1 {(0x00000001)
je: 5999 {0x0000176f)
7 is: 0 (0x00000000) J/_
Function jacobi_mpiomp in jacobi_mpiomp.f30 ==
65 unew({i,j) = omega * utmp + (1. - omega) * u(i, ) A
66 enddo
67 enddo
68 !Somp end parallel do
call set_bc(unew,n, 3s, je) To see the value of a |

if {myid == 0) print *,

;g ! Make the new walue the «
80] !$omp parallel do

81 do j=js-1, je+l

82 u(:,3j) = unew(:,J)

83 end do

84 !$Somp end parallel do

Action Pomts] Threads]
1 Jjacobi_mpiomp.f304#74

ja

Breakpoints, etc.

! Compute the difference between unew and u.

Dlve

Add to Expression List
Across Processes
Across Threads

Set Breakpoint
Set Barrier

. just hover mouse over it

variable, right-click on a
variable to “dive” on it or

£

T — —

Create Watchpoint F j
2| B oc]| S AT

Enable C_I\_J—_i &

Blsla‘t)'e For selecting MPI task

elete
: and thread
Properties o




STAT (Stack Trace Analysis Tool) m

» Gathers stack backtraces (sequence of function calls
leading up to the current function) for all (MPI)
processes
— Merge them into a single file (*.dot)

— Results displayed as a single call tree for all processes
— Can be useful for debugging a hanging application

— With the info learned from STAT, can investigate further
with DDT or TotalView

* Works for MPI, CAF and UPC, OpenMP

Office of
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STAT (Cont’d)

 STAT commands (after loading the ‘stat’ module)
— stat-cl: invokes STAT to gather stack backtraces

— STATview: a GUI to view the results
— STATGUI: a GUI to run STAT or view results

* For more info:
— ‘intro_stat’, ‘STAT’, ‘STATview’ and ‘STATGUI’ man pages
— /Jopt/cray/pe/stat/default/doc/stat_userguide.pdf

— https://docs.nersc.gov/development/performance-debugg
ing-tools/stat atp/

Office of
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https://docs.nersc.gov/development/performance-debugging-tools/stat_atp/
https://docs.nersc.gov/development/performance-debugging-tools/stat_atp/

Debug a hanging application with
STAT

* |f your code hangs in a consistent manner, you can use STAT

to see whether some MPI ranks got stuck.
$ ftn -g -o jacobi mpi jacobi mpi.f90

$ salloc -N 2 -t 30:00 -q debug -C knl

with usual optimization flags, if any

$ srun -n 4 ... ./jacobi mpi &
[1] 158190

S module load stat

S stat-cl -i 158190

Attaching to application... -i to get source line numbers
Attached!

Application already paused... ignoringslé:[eéamcp&%%éga(:k bathraceS d feW times
Sampling traces...
Traces sampled!

Resuming the application...
Resumed!

Merging traces...

Traces merged!

Detaching from application...
Detached!

Results written to /global/cscratchl/sd/wyang/debugging/stat/stat results/jacobi mpi.0006
$ 1ls -1 stat results/jacobi mpi.0006/*.dot
-rw-r--r-- 1 wyang wyang 4855 Nov 6 00:58 stat results/jacobi mpi.0006/00 jacobi mpi.0006.3D.dot

$ STATview stat results/jacobi mpi.0006/00 jacobi mpi.0006.3D.dot

~
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Debug a hanging application with
STAT (Cont’d)

#i{o3

picy

[ ——r Ty

Ao

a1 ~1%01
* [

Rank 0 is here =

Rank 3 is here

—

Rank 1is here

143]

s svioe_tt

a1

e Sandrecup?-1

X| STATview
File Edit View Help
- i AN ] 'H? — ) — D \'L N o
O B8 & € @ 8 & 2 v 2 ¥ Kk 20 Q K
Open SaveAs Undo Redo Reset Layout Cut Join EqC Path Path  Tasks Tasks Search EqC
00_jacobi_mpi.0006.3D.dot |
Command History——
Collapse: mpi_sendrecy
Collapse: pmpi_allreduc
Collapse: mpi_sendrecy
[
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Cray ATP (Abnormal Termination
Processing)

* ATP gathers stack backtraces from all processes
when an application fails
— Invokes STAT underneath

— Output in atpMergedBT.dot and atpMergedBT line.dot
(which shows source code line numbers), which are to be
viewed with STATview

* The atp module is loaded on Cori and Edison by

default, but ATP is not enabled; to enable:
export ATP ENABLED=1 # sh/bash/ksh
setenv ATP ENABLED 1 # csh/tcsh

e For more info
— ‘intro_atp’ man page
— https://docs.nersc.gov/development/performance-debugg

" -topls/stat_atp/
zi ENER& Science -17-



https://docs.nersc.gov/development/performance-debugging-tools/stat_atp/
https://docs.nersc.gov/development/performance-debugging-tools/stat_atp/
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