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What: NERSC Special Interest
Series of meetings focussed on a presentation by either Group on Experimental
a user or staff on issues with processing large User Facilities
experimental data sets at NERSC

Who:

Group of NERSC User’s and Staff using NERSC to process data from

external facilities

Whuy:

e Shareissues and experiences that may benefit other users
e Getinsight from staff regarding details of NERSC systems

When:
We met online most Wednesdays at 10am PST from Apri. 22 - Jul 15



NERSC Website:
https://www.nersc.gov/users/NUG/sig-for-experimental-facility-users/
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Accounts & Allocations

Documentation NUG is sponsoring a Special Interest Group (SIG) within the NERSC Users Group for Experimental Facility Users.

Policies

My NERSC The group was formed so that NERSC users that process data from experimental and observational facilities sponsored by the
Department of Energy Office of Science have forum for exchanging best practices, knowledge and tools that are broadly
applicable. The group will also provide feedback to NERSC staff on how to improve support for these workflows and provide
input on policies that effect this growing workload at NERSC.

Job Logs & Statistics

Training & Tutorials
NERSC Users Group

Monthly NUG Webinars The next meeting will be held on Wednesday, May 6, 2020, at 10 am (Pacific time). For more information, including how to connect
Annual Meetings to the meeting an archive of all resources from previous meetings, please see https://www.jlab.org/indico/event/383/.

SIG Experimental Facility
Users


https://www.nersc.gov/users/NUG/sig-for-experimental-facility-users/

Inidco Website:
https://www.jlab.ora/indico/event/383/

(all talks and videos including discussions are archived)

NERSC Users Group Special Interest Group on Experimental Facilities

chaired by David Lawrence (Jefferson Lab)

from Wednesday, 22 April 2020 at 10:00 to Wednesday, 16 December 2020 at 11:20 (US/Pacific)

Manage ™
Description Connection information:

Meeting URL https://bluejeans.com/858265685
Meeting ID 858 265 685

Want to dial in from a phone?
Dial one of the following numbers:
+1.888.240.2560 (US Toll Free)
(see all numbers - https://www.bluejeans.com/premium-numbers)

Enter the meeting ID and passcode followed by #

Connecting from a room system?
Dial: bjn.vc or 199.48.152.152 and enter your meeting ID & passcode

Go to day ~
Wednesday, 22 April 2020

10:00 - 11:20 NUG SIG Experimental User Facilities [~

10:.00 Welcome 5’ 2
Speaker: David Lawrence (Jefferson Lab)

10:05 Supporting our data workload at NERSC 10’ [~ ]
Speaker: Sudip Dosanjh

10:15  Best practices and tips for users from experimental facilities running at NERSC 30’ 2
Speaker: Bjoern Enders
Material: | slides )
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Offsite Data Processing for the GL% Experiment

David Lawrence - JLab
on behalf of the

GlueX Collaboration

Thurstay-hlovembes+2019
CHEP2018-Aderarde, Australia
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Jefﬁg?son Lab

OThomas Jefferson National Accelerator Facility

Aerial photo

Hall-D Complex

Electron beam accelerator
 continuous-wave
(250MHz, 4ns bunch
structure in halls)
« Polarized electron beam
» Upgraded to 12GeV
(from 6GeV)

*70 pA max @ 12Gev
(200pA max @ 6GeV)
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GlueX Computing Numbers

Data Volume

2017 2018 2019 2020
(low intensity GlueX) (low intensity GlueX) (PrimEx+ high intensity GlueX) (high intensity GlueX)

actual (raw data only) 0.91PB 3.11PB 0.40PB*

model (raw data only) 0.86PB 3.17PB 1.56PB 6.06PB
| /| [ |

actual (production) 1.26PB 1.21PB* 0.62PB*

model(production) 0.61PB 3.08PB 1.94PB 4.34PB

Total Data (actual) 2.17PB 4.32PB* 1.02PB* ]

Total Data (model) 1.47PB 6.25PB “

CPU (Haswell core equivalent from model)

2017 2018 2019 2019
(low intensity GlueX) (low intensity GlueX) (PrimEx) (high intensity GlueX)

Real Data CPU 21.3Mhr 67.2Mhr 6.4Mhr 39.6Mhr
MC CPU 3.0Mhr 11.3MHr 1.2Mhr 8.0Mhr
S romicru| e | 7eawbe | zewhr | aiswh
2
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GlueX Offsite Computing Model

0SG, NERSC, PSC jobs use the same: Jefferson Lab

* Docker container (converted to Singularity and Shifter)

® same container used for Cori | (Haswei) and Cori Il (kne)
* CVMES share . oo -
: & File system
* GlueX Software builds for CentQOS 7 "4

3" party software (e.g. ROOT)
* Calibration Constants (CCDB SQLite file)

* Resource files (field and material maps) NEF
Data Transport: 2
* NERSC and PSC: Globus
e OSG: Condor . . | Containerized software runs at NERSC on
raw data transport to NERSC via Globus fully fills JLab’s 10Gbps link both Cori | (Haswel) and Cori Il (kni)
8 0SG = Open Science Grid
§ NERSC = National Energy Research Scientific Computing Center

1 OGbpS —————————————————————— PSC = Pittsburgh Supercomputing Center

eev 10 03 PM J)gf_f;gon Lab
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SWIF2 - Job workflow tool

Manage file transfer and job submission through limited disk resources
Globus transfer task Once file transfer is
Request file from bundles 12 files @ verified, job is
tape to DTN (=240GB) to NERSC submitted to SLURM

7 JLAB DTN NERSC Cori Il

Output files written to After job completion, all
@ cache and backed up to @ output files bundled in e  Currently supports NERSC, PSC,
tape. DB updated Globus task and the JLab farm

e  Requires automatic login

e 2
: . M _ JefferSon Lab
Offsite Data Processing for the GlueX Experiment - D. Lawrence(JLab) CHEP19, Adelaide, AU =



GlueX @ NERSC

GlueX Allocation AY2019 | 58.5M NERSC Units

Input file size | 20GB (91.9k jobs so far in 2019)

Wall Time/file on Cori |l (Haswell) | 3 hours

Wall Time/file on Cori ll (KNL) | 6.9 hours

Event Processing Rates U a2 s Rate vs. Nthreads Ll A
__ 100kevents _ hd_| _031034_010.evio arm1A0117 190 hérawdata_042120_010.evio "NERSE RN
S pepty 0 ERRR P N e — e e -
% R = + | S Koo CEURS SOV O 200H: < U R= 1 Multi-threading efficiency: 81.1% ]
=i Teriar + 3y Tpara 2d2thr. _ ng g 2 H Teerial + NTpl alel -
Cg. 250 N, 24 thr. 1 a T q00H
£ H 4 5 MN= o
ﬁ i N, = Ny, - (1-0)(N | -Neore)(N, >N, sa2thr. i . E [| N=Nqg + 04 Ngg.136 + 05" MN1gs200 + 05 Nopazz2
8 oopHe= HT equivalent of full core |iTx48.thr..- .- ] [
o - is] 1 3 80
- A — o
s r A a8 - 13
o | e | ¢ ] .
150 C / m é 60 — T i PP i s
B / Toerat 117 ms/event 7 13 C serial = £-2MS 15
100F Tpara: 125.21 ms/event _% ol T paratir = 994.6ms -4 =
- o: 0.17 i 4 & B . -
.-« Haswell (similarto Coril) 7 & oF KNL (Cori Il) ]
r Amdatil p: 0.99 - - o, = 37% of full core
C i 5:108.08 (=0.82kHz) oy = 6% of full core _|
g O = 10% of fuII core =]
ol Lo L ¢ g g 1y gy g | L 0 | Lo Lo L L
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Number of threads
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GlueX @ NERSC

Number of jobs

Number of jobs
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Offsite Data Processing for the GlueX Experiment - D.

Lawrence(JLab) CHEP19, Adelaide, AU

Job scheduler at NERSC is
extremely poorly matched to our job
shape:

e Schedule at most 2 “jobs” at a time
via priority and all others must
schedule via backfill

e  Scheduler ignores number of
nodes and time requested when
determining priority

e 64 nodes x48 hours =1 node x 3
hours

Suspect most of our jobs run via
“backfill” since they are small and fit
in cracks. (Test on Cori I supports this)

- D
J)g‘,fevrson Lab



“Regular” vs. “Low” priority queue on Cori Il
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Summary and Outlook

* GlueXis now able to reconstruct large Experimental Nuclear Physics data sets offsite
— NERSC, PSC
— Lightweight container used for all offsite HPC computing
—  Software distributed via CVMFS
—  SWIF2 manages workflow

« NERSC
—  Scheduler poorly matched to our natural job size
— Backfilling saves us (and benefits them!)

—  Job rate fluctuates but averages ~1k/day (=20TB/day) "° '©792¢ T¥ve i 10L0. vate has

dvopeed Yo closer Yo \k/week

— Better matched to our natural job size but smaller resource
— Job rate fairly steady ~0.3k/day (=6TB/day)

* Most simulation is being done on OSG

15 J ff.ggon Lab
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NERSC Job Start Latency

NERSC Job Start Latency vs. Submit Time (completed jobs only) August 31, 2019 13:20 EDT G(
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The GlueX Detector

(GLUE

Large Superconducting forward calorimeter
Solenoid barrel  time-of

- calorimeter -flight
Fixed target (30cm LH2) Coverage: 1° < 0 < 120,all ¢ courges

Tracking: 0,/p ~ 1% —5%
Calorimetry: oz/E ~ 6 %/\/E +2%
Liquid Hydrogen Target

target
Coherent bremsstrahlung

polarized photon source

38k Detector Channels photon beam
Charged particle tracking, diamond

Segmented Calorimetry, wafer
PID

forward drift
chambers

central drift
chamber

electron ducti
whsation tagger magnet beam SUPG::;ne“tC ing
beam tagger to detector distance
is not to scale
18 Jefferson Lab

Offsite Data Processing for the GlueX Experiment - D. Lawrence(JLab) CHEP19, Adelaide, AU o=



GlueX @ Pittsburgh Supercomputing Center (XSEDE)
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ESNet data transfer rates to/from NERSC

e Currently have 10Gbit connection
e Will activate second 10Gbit connection this summer

e Proposed 100Gbit upgrade in 2020 or 2021

Fri Apr 19 12:33 PM 2019 To site From site
4.0+
batchO1 batch02 batch03 batch04
Yy T Wy TV e . Aaa o || A4 ol 8
@
3Gbps 2.5Gbps 0.9Gbps 1.2Gbps 4.01
Feb 17 Feb 24 Mar 03 Mar 10 Mar 17 Mar 24 Mar 31 Apr 07 Apr 14 Apr 21 Apr 28 May 05 o
e Anti-correlation observed between transfer rate and Lustre usage
e Testdone using OSG16 node, disk speed an issue (longer story, ask Thomas)
e New DTN (Data Transfer Node) being configured with SSD disks for test
e Currently: 10% of files go through OSG node and 90% via cache(=Lustre)
20

Offsite Data Processing for the GlueX Experiment - D. Lawrence(JLab) CHEP19, Adelaide, AU



Overview of Jefferson Lab

* Department of Energy National
Laboratory with research mission in
Nuclear Physics

 In operation since 1995

* Managed for DOE by Jefferson Science
Associates, LLC

— Joint venture of Southeastern Jefferson Lab by the numbers:
Universities Research Association and . 700 employees
PAE + FY2018 Budget: $162.4M

* 169 acre site

* 1,600 Active “User Scientists”

« 27 Joint faculty

+ 608 PhDs granted to-date (211 in progress)

* K-12 programs serve more than 13,000 students and 300
teachers annually

» Our primary research tool is CEBAF
(Continuous Electron Beam Accelerator
Facility) — unique in the world

.ggf_fzgon Lab
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