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Data, Analytics and AI 
Services for Science
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Data Day 2022
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data transfer and access

data analytics

containers

machine learning visualization

data management

workflows

NERSC has a rich data ecosystem!
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File 
Format
HDF5
NetCDF
ROOT

Storage 
Lustre
GPFS 
DataWarp
HPSS

Processing 
SLURM 
realtime 
queues
Spark
Shifter 

Databases
MongoDB
PostgreSQL
MySQL

Analytics
Python
ROOT
R
Matlab

Data transfer
Globus 
GridFTP
Xrootd

Visualization
Visit
ParaView
Matplotlib

Portals
Newt/SFAPI
Django
Jupyter

Workflow
Fireworks
Taskfarmer
Dask

Machine 
Learning
TensorFlow
PyTorch
Scikit-Learn

Scientific 
Instruments

Scientist
Interaction

Modified from 
WB et. al
O’Reilly Blog
(2016) 

Edge Services
Spin

Data, Analytics and AI Services for Science

https://support.hdfgroup.org/HDF5/
http://www.unidata.ucar.edu/software/netcdf/
https://root.cern.ch/
http://lustre.org/
http://www-03.ibm.com/systems/storage/spectrum/scale/
http://www.cray.com/products/storage/datawarp
http://www.hpss-collaboration.org/
http://slurm.schedmd.com/
http://spark.apache.org/
https://shifter.readthedocs.io/en/latest/index.html
http://spark.apache.org/
https://www.mongodb.com/
https://www.postgresql.org/
https://www.mysql.com/
https://root.cern.ch/
https://www.r-project.org/
https://www.mathworks.com/products/matlab/
https://www.globus.org/
http://toolkit.globus.org/toolkit/docs/latest-stable/gridftp/
http://xrootd.org/
https://visit.llnl.gov/
http://www.paraview.org/
http://matplotlib.org/
https://newt.nersc.gov/
https://api.nersc.gov/api/v1.2/
https://www.djangoproject.com/
http://jupyter.org/
https://pythonhosted.org/FireWorks/
http://www.nersc.gov/users/data-analytics/workflow-tools/taskfarmer/
http://dask.pydata.org/en/latest/
https://www.tensorflow.org/
https://pytorch.org/
http://scikit-learn.org/stable/
https://www.oreilly.com/ideas/the-big-data-ecosystem-for-science
https://docs.nersc.gov/services/spin/
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Many data services are now ubiquitous - others rapidly growing  

~4k 
python 
users

. 

Top 500 
HPL run in 

shifter 
container

. 

Jupyter more 
popular than 

ssh
. 

Deep learning 
users 6x in 3 

years
. 
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Slingshot
200 Gb/s

2-level dragonfly

1,536 GPU nodes
1x AMD Epyc 7763

4x NVIDIA A100
4x Slingshot NICs

3,072 CPU nodes
2x AMD Epyc 7763
1x Slingshot NIC

16x MDS + 274 OSS
1x AMD Epyc 7502P

2x Slingshot NICs
24x 15.36 TB NVMe

24x Gateway nodes
2x Slingshot NICs

2x 200G HCAs

2x Arista 7804 routers
400 Gb/s/port

> 10 Tb/s routing

External Facilities
HPC Centers

Telescopes/Beamlines
Cloud

WAN

Community File 
System

128 PB Spectrum Scale

SAN

SAN
Image: G. 
Lockwood 

Perlmutter a Data and AI supercomputer
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Interconnect

Login Nodes

Service Platform

CPU Nodes

GPU Nodes

External Networks
External Storage

Filesystems

Traditional analytics  

Analytics/Deep 
learning

Data 
Transfer/Streaming

Workflow Integration

From Lockwood, 
WB, … NERSC-9 
Technical Design 
Review 2018

Data services impact entire workflow

Increasing data capabilities will 
be integrated into Perlmutter in 
its lifetime 
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Spin-Workflow 
Services

NERSC-10 will provide on-demand, dynamically 
composable, and resilient workflows across 

heterogeneous elements within NERSC and extending 
to the edge of experimental facilities and other user 

endpoints

Complexity and heterogeneity managed using 
complementary technologies

● Programmable infrastructure: avoid downfalls of 
one-size-fits-all, monolithic architecture

● AI and automation: sensible selection of default 
behaviours to reduce complexity for users

NERSC-10 Architecture: Designed to support complex 
simulation and data analysis workflows at high performance

Cloud

Experimental Facility

Home Institution

ASCR Facility
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Sophisticated data services still evolving
+ Managed, multi-stream data transfer
+ I/O libraries and flash filesystems 
+ Sophisticated deep learning, and software frameworks
+ Containerised services - portable and resilient
+ Rich ecosystem of libraries to build portal and workflow tools
+ Python ecosystem - productive language with performant libraries

But remaining challenges include:
- Workflow services don’t extend into compute and data infrastructure
- Divergence between HPC and cloud workflow and data tools and approaches
- Lack of widely accessible tooling to support FAIR data principles 
- Interactive user interfaces for HPC compute are still quite limited  
- Productive languages are difficult to scale to large HPC systems
- Data volumes still outpace I/O so batch processing and filtering needed (and inefficient)
- Deep learning methods can be opaque, need heavy tuning and further tuning at scale 
- Ad-hoc inference on experimental data based on modelling and simulation

From WB. Data, Analytics 
and AI on Supercomputers 
for Science
https://sites.google.com/lbl.go
v/data-talks/

https://sites.google.com/lbl.gov/data-talks/
https://sites.google.com/lbl.gov/data-talks/


11

But remaining challenges include:
- Workflow services don’t extend into compute and data infrastructure
- Divergence between HPC and cloud workflow and data tools and approaches
- Lack of widely accessible tooling to support FAIR data principles 
- Interactive user interfaces for HPC compute are still quite limited  
- Productive languages are difficult to scale to large HPC systems
- Data volumes still outpace I/O so batch processing and filtering needed (and inefficient)
- Deep learning methods can be opaque, need heavy tuning and further tuning at scale 
- Ad-hoc inference on experimental data based on modelling and simulation



12

But remaining challenges include:
- Workflow services don’t extend into compute and data infrastructure
- Divergence between HPC and cloud workflow and data tools and approaches
- Lack of widely accessible tooling to support FAIR data principles 
- Interactive user interfaces for HPC compute are still quite limited  
- Productive languages are difficult to scale to large HPC systems
- Data volumes still outpace I/O so batch processing and filtering needed (and inefficient)
- Deep learning methods can be opaque, need heavy tuning and further tuning at scale 
- Ad-hoc inference on experimental data based on modelling and simulation



13

But remaining challenges include:
- Workflow services don’t extend into compute and data infrastructure
- Divergence between HPC and cloud workflow and data tools and approaches
- Lack of widely accessible tooling to support FAIR data principles 
- Interactive user interfaces for HPC compute are still quite limited  
- Productive languages are difficult to scale to large HPC systems
- Data volumes still outpace I/O so batch processing and filtering needed (and inefficient)
- Deep learning methods can be opaque, need heavy tuning and further tuning at scale 
- Ad-hoc inference on experimental data based on modelling and simulation



14

But remaining challenges include:
- Workflow services don’t extend into compute and data infrastructure
- Divergence between HPC and cloud workflow and data tools and approaches
- Lack of widely accessible tooling to support FAIR data principles 
- Interactive user interfaces for HPC compute are still quite limited  
- Productive languages are difficult to scale to large HPC systems
- Data volumes still outpace I/O so batch processing and filtering needed (and inefficient)
- Deep learning methods can be opaque, need heavy tuning and further tuning at scale 
- Ad-hoc inference on experimental data based on modelling and simulation



15

But remaining challenges include:
- Workflow services don’t extend into compute and data infrastructure
- Divergence between HPC and cloud workflow and data tools and approaches
- Lack of widely accessible tooling to support FAIR data principles 
- Interactive user interfaces for HPC compute are still quite limited  
- Productive languages are difficult to scale to large HPC systems
- Data volumes still outpace I/O so batch processing and filtering needed (and inefficient)
- Deep learning methods can be opaque, need heavy tuning and further tuning at scale 
- Ad-hoc inference on experimental data based on modelling and simulation



16

Evolution of data services  e.g. KubeFlux Misale et. al

Compose services and compute seamlessly

Experiment with and apply performant, productive 
analytics at scale

Leverage large AI models, fine-tune to new 
problems, apply to new data pipelines

Discover through robust science-informed AI and 
inference approaches

Curate and re-use data through FAIR 
management services 

Etalumis: Baydin et. al .  SC19:   arXiv:1907.03382
See also “Surrogating” project PI Seljak (ML Forum talk)

Unifying HEP Simulation and Inference
Nachman et. al. 

https://ieeexplore.ieee.org/document/9652595
https://arxiv.org/abs/1907.03382
https://drive.google.com/drive/u/1/folders/1afot39TV8NUsAndISDnoHOWO4w1JO66m
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Questions?
Collaboration? 
Wahid Bhimji
wbhimji@lbl.gov
https://docs.nersc.gov/analytics/analytics/
https://docs.nersc.gov/machinelearning/
https://docs.nersc.gov/services/

https://docs.nersc.gov/analytics/analytics/
https://docs.nersc.gov/machinelearning/
https://docs.nersc.gov/services/

