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* Really came to life in 1997 when NERSC moved to LBNL
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National Energy Research Scientific Computing Center

From Wikipedia, the free encyclopedia
(Redirected from NERSC)

The National Energy Research Scientific Computing Center &, or NERSC for short, is a designated user facility
operated by Lawrence Berkeley National Laboratory and the Department of Energy. It contains several cluster
supercomputers, the largest of which is Hopper, which was ranked 5th on the TOP500 list of world's fastest
supercomputers in November 2010 (19th as of November 2012). It is located in Oakland, California.

History (edi

NERSC was founded in 1974 at Lawrence Livermore National Laboratory, then called the Controlled Thermonuclear
Research Computer Center or CTRCC and consisting of a Control Data Corporation 6600 computer. Over time, it
expanded to contain a CDC 7600, then a Cray-1 (SN-6) which was called the "c" machine, and in 1985 the world's first
Cray-2 (SN-1) which was the "b" machine, nicknamed bubbles because of the bubbles visible in the fluid of its unique direct
liquid cooling system. In the early eighties, CTRCC's name was changed to the National Magnetic Fusion Energy
Computer Center or NMFECC. The name was again changed in the early nineties to National Energy Research
Supercomputer Center. In 1996 NERSC moved from LLNL to LBNL. In 2000, it was moved to its current location in
Oakland.

Computers and projects (edi]

NERSC's fastest computer, Hopper, is a Cray XE6 named in honor of Grace Hopper, a pioneer in the field of software
development and programming languages and the creator of the first compiler. It has 153,308 Opteron processor cores
and runs the Suse Linux operating system.
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Franklin Cray XT4 supercomputer ~ &-
racks at NERSC facility.

s

Katherine Yelick, former Director of &~
NERSC, in front of Hopper Cray XE6.

Other systems at NERSC are named Carver, Edison, Magellan, Dirac, Euclid, Tesla, Turing, and| PDSF, the longest continually operating Linux cluster in the world.

The facility also contains an 8.8 petabyte High Performance Storage System (HPSS) installation.

NERSC facilities are accessible through the Energy Sciences Network or ESnet, which was created and is managed by NERSC.
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Fraction of PDSF Usage

Many Years of Science
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PDSF Today
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Used by Nuclear Physics
and High Energy Physics
groups

— Simulation and analysis
— Data mirrors

Evergreen and condo

2600 cores with 20 - 60 GB
RAM, 230 nodes

Dedicated GPFS and
XRootD storage
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PDSF Shares 2014
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PDSF System L

PDSF Compute Cluster

158 Dell Servers (8, 12 cores, mostly 4GB/core)

68 Mendel Servers (16 cores, 4GB/core, FDR IB — 30Gb/s link between PDSF core router and Mendel)
3 hosts behind load balancer for interactive access

4 backup interactive nodes used for special services and development

Auxiliary servers (mostly Dell)

e 2 UGE servers (master, shadow) for reliability
¢ 2 admin servers (managing deployment and configuration)

* Data Storage

690 TB of GPFS local storage (in addition to NERSC global systems)
2 data transfer nodes with 10Gb/s access to PDSF storage

*  Group Specific Hardware

ALICE XRootD cluster: 10 Dell Servers with a total of 720 TB of storage and 10Gb/s ethernet
STAR XRootD cluster: Uses disks of compute nodes, 1.2 PB of storage

ALICE job submission: VO node with Condor-G and 2 CE gatekeepers with UGE job managers
ATLAS VO node

Daya Bay: Three interactive nodes where “heavy” processes can be run

*  Networking

oR
@ 5/

S g

Access to NERSC global file systems
Combination of Dell, HP, and Cisco switches

Cisco core router
*  2x10Gb/s connection to other NERSC systems/storage
¢ 2x10Gb/s connection to the border router
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Mendel System Backbone

* PDSF and several other HT
clusters needed expansion

* NERSC elected to deploy a single
new hardware platform
(“Mendel”) to handle:

— Jobs from the “parent . : | 5
systems” (PDSF, Genepool, and Applications | : ' :
Carver) aos ettt e
~ Support services (NXand oo , o ' C“gcs L-C0e g:%s
MongoDB) ' UGE eﬂe EOO E TOR%?JI-E
i E Cfengpigg ’;‘olicy Cfecr;\‘é?:g gglicy | Cfencg? nrzelgolicy
* Groups of Mendel nodes are Differentiation! s Genepool | Carver
assigned to a parent system : Mpgspcy %%epof?' [ Goper 7
! -0ns -ons -ons
— These nodes run a batch execution [~ " """
daemon that integrates with the | s Sined Meniel Bse 09
parent batch system Hardware/ | Unified Mendel Hardware Platform

— Expansion experience is seamless
to users
* PDSF is currently transitioning to
full Mendel model
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Bells and Whistles m

o B CemVM
* cvmfs installed on all nodes 8 File system
* OSG software: Monitoring, .
job submission, usage o

reporting

RSV Status History Between Jan 1, 2013 and Apr 4, 2014

NERSC-PDSF

4 NERSC-PDSF CE [ ) E—— N S | NN
i NERSC-PDSF2 CE W

* Various databases
— mysql
— SPADE
* Full time staff providing full user environment
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Physics Highlights: STAR

e At RHICin BNL, turned on in 2000

* Analysis and simulation done at PDSF,
used 4.1 M hours in 2013

— XRootD storage on compute
— Dedicate STAR software stack

* Almost 600 journal publications, more
than 11,000 citations

— Elliptical flow from QGP
— Jet quenching

— Heaviest anti-matter particle ever
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Liquid scintillator v, detector located in

the Kamioka Observatory

— Measured Vv’s from nearby nuclear reactors

Took first data in 2002 at a rate of 200

GB / day

— Stored on LTO tapes and driven to nearby
Japanese university, copies flown to US

HPSS read tapes on nights and

weekends

Data was processed on PDSF cluster

— 400 core cluster, done in three months

First measurement of terrestrial

neutrino oscillation
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Phys. Rev. Lett. 90, 021802 (2003)
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Physics Highlights: ALICE CZE] (e
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* Heavy lon Collisions at LHC s

* NERSC is their US Tier 2 facility

* PDSF provides dedicated 720 TB XRootD cluster
* Also 145 TB of local storage and NGF

* 9 million CPU hours in 2013

e System for running and reporting ALICE jobs submitted
from all over the world
— OSG reporting, debugging, and maintenance

Active jobs in LBL
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Physics Highlights: €' |CECUBE

Neutrino Detector in Antarctica

Data analysis and simulation on PDSF
and carver

At its peak used ~1.1 M hours on PDSF _

In 2013 found first evidence of high
energy astrophysics neutrinos
Science

i ‘ BREAKTHROUGH |
| OF THE YEAR
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Towards the Future: Memory (e

- Most compute nodes have 16 job slots | | | == Memory
and 4 GB / slot o —=e
— Jobs can use more, requested at submission
« Average memory request per job % 150
— 2010:2.1GB :
~ 2014:3.2GB € 100

* Frequently see the cluster “memory
full”

0.4 0.6
Fraction of nodes that are full
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Data and Lots of It m

* PDSF provides storage for groups
— ATLAS: 310 TB + 40 TB on NGF
— ALICE: 27 TB, and 720 XRootD storage + 60

TB on NGF
— STAR: 140 TB and 1.2 PB XRootD storage + SAON
oS A
70 TB on NGF 3010k e 0000111011 1000
— Daya Bay: 144 TB + 750 TB on NGF ge7 7o o 315’33110010101m1 1
-‘«.‘ N 7 m

— In addition each group heavily uses NERSC
global file storage

* Every new group that has joined PDSF
in the last year has also brought a
request for storage
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Towards the Future - 0

e Several new groups interested in joining PDSF
— Neutrinoless double beta decay
— Dark matter

* Looking forward to 17 more years of science
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Physics Highlights: Daya Bay 3 e

* Neutrino Oscillation experiment in China
* NERSC is their US Tier 1 facility
* Runs are copied to PDSF within ~15 — 20 minutes

e SPADE over sees transfer
— Runs on three dedicated PDSF nodes

 Datais processed on PDSF
— ~1.6 million CPU hours in 2013

* Processed data archived at HPSS
— 125 TB / year at a rate of 350 — 400 GB / day

* First measurement of 0,; v mixing angle
* Science magazine’s Top 10 Breakthrough of the year in 2012

Office of
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NERSC Systems Today B (o

Edison: 2.39PF, 333 TB RAM

80 GB/s

7.6 PB Local
Scratch

s 3.6 PB
m 5 x SFA12KE

B = ° PE
50 GB/ DDN9900 &

16 x FDR IB

NexSAN
/, 250 TB
: : NetApp 5460
. / @ % E 50 PB stored, 240
1T 1 1 _ PB capacity, 20
Cray XE6 6,384 nodes 150K Cores 16 x QDR 1B years of

community data

Production Clusters

Carver, PDSF, JGI,KBASE,HEP Ethernet &

14x QDR IB Fabric 2x106Gb

Science Friendly Security 1 x 100 Gb
Production Monitoring

Vis & Analytics Data Transfer Nodes Hmm Power Efficiency Software Defined
Adv. Arch. Testbeds Science Gateways WAN Networking
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