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Data Transfers Overview

* Transferring data to and from NERSC
o Data Transfer Nodes (DTNSs)
o Can also use Perlmutter Login nodes
-« xfer queue
- Globus is a great tool for transferring data
o Internal Transfers (Scratch, CFS, HPSS)
o University/Institution Cluster
o Local Computer
o Share data with others
o Globus is more than just data transfer

» Some future ideas for transferring data
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Transferring data to and from NERSC

*Data Transfer Nodes (DTNSs)

- Special nodes for designed for transferring data
o Two 100-gigabit ethernet links for transfers to internet
o Two 10-gigabit ethernet links to NERSC internal resources (HPSS)
o Two FDR IB connections to the global file system

- Different maintenance schedule from Perlmutter

o Get your data even when Perimutter is off
* Like today’s maintenance

o CFS/HOME / HPSS
* Currently does not have access to Perimutter Scratch
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Accessing DTNs at NERSC

*Login to DTNs

o ssh/NoMachine

o ssh -i ~/.ssh/nersc user@dtn.nersc.gov
 Transfer a file

o scp/rsync

o scp /local/file user@dtn.nersc.gov:/path/at/nersc
- Download files from the web

o wget/curl

o wget https://gist.githubusercontent.com/Example.ipynb
* Transfer to/from HPSS

o hsi/htar

o htar -cvf backups.tar /path/to/backups
o hsi get backups.tar
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Transferring data on Perlmutter

#!/bin/bash

» Using Perlmutter for data transfers HSBATCH -A m0000
- scp/rsync/wget/ curl / etc. #SBATCH -q xfer
o Only use for SCRATCH! #SBATCH -t 2:00:00

#SBATCH -J tranfser files
#SBATCH -0 %x_%j.out
* Transfer queue on Perlmutter HSBATCH -e %x_%j.err

o Simple workflow to transfer data
o Slurm job dependency on xfer qos

o\°

mkdir -p S$SCRATCH/work
cd S$SCRATCH/work

tar -xvf achived inputs.tar
$ sbatch transfer files.sh

Submitted batch job 12345

$ sbatch --dependency=afterok:12345 compute job.sh
Submitted batch job 12346

$ sbatch --dependency=afterany:12346 archive files.sh
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Using Globus For Transferring Files
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What is Globus?

* Transfer and share data between different locations

o Allows you to link identities so both sides know who you are
 National labs
 Universities

o Access and transfer files between locations
- Start a transfer and leave the web app
o Your transfer will continue to run
o Check back later to see your data has gone through

* Globus is expanding its ecosystem

Auth Transfer ~ Compute  Transfer ~Web Form Compute Describe  Identifier Share Search

[CNLCENLFNLCNLNNLCON NN D)
COTCTOETCEOTO

GET TRANSFER RUN TRANSFER USER RUN GET MINT SET INGEST
CREDENTIALS DATA JOB DATA INPUT JoB METADATA DOI POLICY
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Transfer data to your Personal Computer

¢ G |Obus Con neCt Personal :Z:jtteaal(ilj‘t}sct)::l::iof:o?rl:'leactz Zit:socr::lect Personal is available for all major operating systems.
o Create a Globus Collection on your L .
local compute . 5
Globus Connect Globus Connect Globus Connect
0 Can tranSfer data from any Personal for Mac Personal for Personal for Linux
. Mac OS X 10.9 or higher WindOWS for common x86 distributions
Collection to your computer
® Setup in user Space On |inux INSTALL NOW () INSTALL Now () INSTALL NOW (3)

o If your institution doesn’t have
Globus you may be able to setup a
personal endpoint to transfer data

$ wget https://downloads.globus.org/globus-connect-personal/linux/stable/globusconnectpersonal-latest.tgz
$ tar xzf globusconnectpersonal-latest.tgz

$ cd globusconnectpersonal-*
$ ./globusconnectpersonal -start
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Transferring data at NERSC

£ NERSC DTN fi
b M u |t| p I e C O | I e Ctl O n S @ Overview DXA Roles @ Collections ES:] Credentials
Display Name NERSC DTN
® N E RS C D T N Entity Type Mapped Collection (GCS)

Endpoint NERSC DTN Endpoint

o U Se for C FS Or H O M E Last Accessed  2024-02-19T00:00:00+00:00

Domain m-bb53bd.c8d61e.8540.data.globus.org

P N I RS C P I tt Advertised Owner  7fabd6d5-f023-462f-a3ca-a5e78cb446f6@clients.auth.globus.org
e r l I I u e r Original Owner » NERSC DTN Test (7fabd6d5-f023-462f-a3ca-a5e78cb446f6@clients.auth.globus.org)
Description Globus endpoint for NERSC data transfer nodes

O U Se fo r Pe rI m u tte r S C ratC h Keywords  NERSC,DTN,data,transfer,node

e N E RSC H PSS £ NERSC Perlmutter fit

O Use for HPSS @ Overview 0;? Roles @ Collections  [g) Credentials
o Tar files before transferring!

Entity Type  Mapped Collection (GCS)

Endpoint NERSC Perlmutter

£2 NERSC HPSS it
Domain m-d183be.03aa7.03c0.data.globus.org

A . 5 . Advertised Owner 63e2f6ac-a46f-4853-b518-e6e33859e860@clients.auth.globus.org
@ Overview % Roles @ Collections rgl Credentials
Original Owner  » Container-test (63e2f6ac-a46f-4853-b518-e6e33859e860@clients.auth.globus.org)
Display Name NERSC HPSS
Entity Type  Mapped Collection (GCS)
Endpoint NERSC HPSS Endpoint (dtn15)
Last Accessed 2024-02-20T700:00:00+00:00
Domain m-4074c1.5c4fdf.5898.data.globus.org

Advertised Owner 4c379430-1f1d-422f-9d69-6d3bddf475ac@clients.auth.globus.org

Original Owner » NERSC HPSS Endpoint (4c379430-1f1d-422f-9d69-
6d3bddf475ac@clients.auth.globus.org)
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Using the Web GUI to Transfer Data

® ChOOSG the tWO CO”eCtIOHS Transferfrclelquestsubmitted
- Can be two NERSC collections Sy
o Other institution to/from NERSC

* Choose the files or folders
» Start the transfer 253 File Manager et B = I
.Wait for the tranSfer Collection  NERSC Perlmutter Q ® 3 alcf#dtn_eagle Q ®| 3

to CO m p I ete Path  /pscratch/sd/t/tylern/globus/ u /IRIBeta/tylern/ H
up one folder (, refresh list \ lter ‘wj vie < select all up one folder refresh list filte

X

View details )

LAST MODIFIED SIZE

2/17/2024,04:..  — >
2/9/2024,10:1..  — >
2/9/2024, 10:5... - >
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Using the Web GUI to

* Checking on your transfers
o View transfer details in activities

o Extremely fast!

sync transfer completed

@ Overview = Eventlog

Task Label
Source

Source Local User
Destination

Destination Local User

Task ID
Owner
Condition
Requested
Completed

Duration

«~ NERSC Perlmutter to alcf#dtn_eagle

NERSC Perlmutter to alcf#dtn_eagle
» NERSC Perlmutter

tylern

» alcf#dtn_eagle

not available

you do not have permission to monitor activity on this endpoint
f5892b88-c864-11lee-ac7b-f3913dc167ec

» Nick Tyler (tylern@nersc.gov)

SUCCEEDED

2/10/2024, 02:37 PM

2/10/2024, 03:10 PM

33 minutes 25 seconds

ransfer Data

Transfer request submitted X
successfully
View details )
47 Files
1 Directories
47 Files Transferred
5.88 TB Bytes Transferred
2.93 Effective Speed
GB/s
0 Skipped files on sync
0 Skipped files on error
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Using the Web GUI to Transfer Data

- Transfer Options B

Label This Transfer Back pscratch to CFS
o Sync
. Transfer Settings NOTE: These settings will persist during this session unless changed.
° Change SynC Optlons sync - only transfer new or changed files (i)
3 . . where the modification time is newer +
° WO n t Ove rWrI te fl Ies Files which were part of an incomplete transfer will not be overwritten by this option.
° H el pfu I for resta rti n g a fa i I ed () delete files on destination that do not exist on source ()

() preserve source file modification times (i)

transfer 5 T et o Fngyanerracsen
o Skip files on source with errors e
« Skips to next file if there’s errors Zi:y"ﬁi:j‘z:j:fﬂm@
» Transfers can get stuck for
permissions issues
o Fail on quota errors
+ Stops the transfer disk full or quota

exceeded
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Using Globus CLI Tools

* Using cli tools on Perlmutter $ module load globus-tools

e gl Obu S (nersc-python) [perlmutter-login@l:~]$ globus task show f5892b88-c864-1lee-ac7b-f3913dcl67ec
. . Label: None
o Malntalned by GIObUS I:S:;ai[s)éd; Ezfggbss-cseﬂr-11ee-ac7b-f3913dc167ec
Type: TRANSFER
Install le by NER Sortcs 1
o Installed as module by SC EeEs L
Status: SUCCEEDED
0O HaS a” features Of the Web Request Time: 2024-02-10T22:37:25+00: 00
Faults: (]
. TZ:alSSubtasks: 49
Interface Subtasks Succeeded: 49

Subtasks Pending: 0
Subtasks Retrying:

o Gives you easy command line

Subtasks Canceled:

ways to control transfers e T Bt s ¢

Completion Time: 2024-02-10723:10:50+00:00
Source Endpoint: NERSC Perlmutter
* I n Stal I Iocal Iy Source Endpoint ID: 6bdc7956-fcOf-4ad2-989c-7aa5ee643a79
Destination Endpoint: alcf#dtn_eagle
' ' ' Destination Endpoint ID: 05d2c760-e867-4f67-aa57-76edeb@bedad
O p lp l fl S t a l l g l ObU. S - C l l Bytes Transferred: 5883452682752

Bytes Per Second: 2934663725

(nersc-python)[perlmutter-login@l:~]$ globus transfer -r --fail-on-quota-errors -s exists 6bdc7956-fc@f-4ad2-989c-7aa5ee643a79:$SCRATCH/globus 9d6d994a-6d04-11e5-ba46-22000b92c6ec: /global/cfs/cdir
s/m3792/tylern/backups

essage: The transfer has been accepted and a task has been created and queued for execution

ask ID: eeeeb3ca-cf70-1lee-b@cl-7de3e4236180

(nersc-python)[perlmutter-login@l:~]$ I
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Using Globus NERSC CLI Tools

* Using cli tools on Perlmutter
*transfer files.py

O

O

O

NERSC Maintained

S module load globus-tools

Shortcuts for NERSC endpoints

Sorts HPSS files for more
efficient retrieval

Give an arbitrary list of
files to transfer to an
output directory

(nersc-python)[perlmutter-login@l:~]$ transfer_files.py --help

transfer_files.py: error: the following arguments are required: -s, -t,

Globus transfer helper

Required arguments:
-s SOURCE source endpoint UUID (NERSC short cuts: NERSC DTN
NERSC HPSS = hpss, NERSC Perlmutter = perlmutter)
-t TARGET target endpoint UUID (NERSC short cuts: NERSC DTN
NERSC HPSS = hpss, NERSC Perlmutter = perlmutter)

-d OUT_DIR target endpoint output directory
-i INFILES file containing list of full path of input files

Optional arguments:
-p, --preserve Preserve time stamps
-r, --recursive Make transfer recursive
--renew
(nersc-python)[perlmutter-login@1:~]$

Science




Globus Python sdk

*Using Globus sdk in Python
o Great for integrating into a workflow
o Start a transfer and wait until it's completed for the
next step
o Globus has basic tutorials online
*Our CLI tool is built on top of the python sdk
*We use the sdk to manage our Globus Collections

* Also a Javascript sdk
o Useful for making web apps File Transfer Scripts

Minimal File Transfer Script

The following is an extremely minimal script to demonstrate a file transfer using the

uses the tutorial client ID from the . For simplicity, the script will prompt for login on each use.

globus-sdk v3
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https://globus-sdk-python.readthedocs.io/en/stable/examples/minimal_transfer_script/index.html

Globus Python sdk

° USlng Globus Sdk In python source_endpoint=PERLMUTTER,

destination_endpoint=DTN,

* TransferData e
> Same options as online portal e
o Creates the base transfer not ify_on_failed=True,
- task data i
o Object from TransferData R
- Add items giving the full input and  |EENES AT Ea

Output recursive=False
o Can also be recursive over directory

* Submit the transfer

transfer_client = globus_sdk.TransferClient(authorizer=authorizer)
task_doc = transfer_client.submit_transfer(task_data)

task_id = task_doc["task_id"]

print(f"submitted transfer, task_id={task_id}")
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Globus Python sdk

° USlng Globus Sdk |n python transfer_client = globus_sdk.TransferClient(authorizer=authorizer)
task = transfer_client.get_task(args.taskid)
° CheCk the transfer while not transfer_client.task_wait(args.taskid):
. . . print(f"Waiting on {task['task_id']}")
o Check the state is still active time.sleep(10)

© Walt fOI’ It tO flﬂISh task = transfer_client.get_task(args.taskid)
* Also check on previous MRSl {2 gl Print(f"Transfer {task['task_id']}: {task['status']}")
o Get the list of previous tasks
o Get information about the status
o Is the task completed?

transfer_client = globus_sdk.TransferClient(authorizer=authorizer)
task_list = transfer_client.task_list().data['DATA']
for task in task_list:

print(task(['task_id'], task['status'l])
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Special Endpoints for Globus

£2 NERSC SHARE f

* Share Endpoint
O A”OWS you to Share data With Display Name NERSC SHARE
COIIaboratOrS WhO don’t have Entity Type  Mapped Collection (GCS)

Endpoint NERSC Share Endpoint

N E RSC ACCOU ntS Last Accesse d 2024-02-19T00:00:00+00:00

. . Domain m-064ad7.6b7bd8.0ec8.data.globus.org
O S h a re d ata Wlth https I I n kS Advertised Owner 5dbafbb3-578b-4fb5-aa2f-2b60ad18072d@clients.auth.globus.org

+ Embed files from CFS onto science oo
gateway or website easily

* Or as QR codes in presentations!

@ Overview Cg;\ Roles @ Collections EE] Credentials

£2 NERSC SHARE fit

@ Overview 0\2 Roles @ Collections  (g=] Credentials (P Add Guest Collection ’

Guest Collections
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Special Endpoints for Globus

* Collaboration endpoint
o Give collab accounts have access to Globus
o Used for automated transfers for large experiments

o Have your PI/PI Proxy open a ticket to have one made for your
collaboration account
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Globus: More than Transfers
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Globus Flows (Beta)

*Use Globus as a workflow engine
o Make a Directed Acyclic Graph
based on Actions

o Actions
* Transfer

« Computer
* User input <§)HOWS

*Also has a Python sdk A runs 8o by 9 Deploy a Fiow ¢
*Build your own action endpoints

globus

@ Create a Flow Definition @ Create an Input Schema @ Deploy Your Flow
A flow definition describes the steps taken at run time and An input schema provides users (and the Globus web The final step is to register your flow with Globus by filling
is written as a JSSON document. As a starting point, you application) a way to validate input to your flow and may out a short form and uploading your flow definition and
can view example flows in our GitHub repository * or be written as a JSON document. In addition to rendering input schema files.
. . & a Ul for JSON Schema primitive types, custom Globus
view our help page on creating flows. .
format values can be used to make common data types in ) Deploy Flow

Globus more user-friendly. To get started, view our help

page on creating input schemas.
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Globus Compute (Beta)

*Globus as a FaaS engine
o Make functions to run work
o Globus controls submitting jobs

* Connects to Slurm
* Uses Parsl| workflow manager to Ssies

from d import random

globus

diSpatCh Work r | i (num_points):
. dom(), random()
* Also has a Python sdk if w2+ ye2 < 3

* Python multiprocessing futures eturn (insidess / o poiots)
© Deflne_ a funCtlon to run gce = Executor(endpoint_id=endpoint_id)
o Submit work as a future  ESSUSEEEEE
o Wait for results for i in range(256):

estimates.append(gce.submit(pi, 100))

total = [future.result() for future in estimates]
print("Average: {:.5f}".format(sum(total)/len(estimates)))
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Future Plans for Data Transfers
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Other ways we want to support collaborations

* xrootd
o Data transfer service common among HEP
community
o Supports streaming of data .
o HTTPS and Object Interfaces
*If you're interested let us know X ROOt D
o We can work with your collaboration on setup and

authentication
o Working on acceptable access policies
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Future work

- Burst Buffer like interface
o Instead of using the xfer qos with Slurm dependencies
o Slurm will stage data into SCRATCH
o From CFS/HPSS
o Could also stage data out
* Auto-archive to CFS/HPSS
*Only in the idea phase
o Working with CSG/ISG on implementation

#!/bin/bash
#DW jobdw type=scratch capacity=1GB access_mode=striped,private pfs=/scratch

#DW stage_in type=file source=/tmp/a destination=/ss/filel
#DW stage_out type=file destination=/tmp/b source=/ss/filel
srun application.sh

Office of

i BERKELEY LAB (@ ENERGY | 212




Cloud storage using Globus

*Re-Add an AWS S3 interface

o With new GCSv5 changes this is

easier to use

* Also enable other types as need arises

o Google Drive
o Google Cloud Storage
o Azure Blob Storage

aws | s3 £) Google Cloud

Microsoft Azure @ Microsoft OneDrive mx
Blob Storag:
&5 Google Drive

oA
IBM Spectrum Scale < R
k@) 3 DATACORE @ iRODS
—
IBM Cloud —
wl o &EscAUTY s SPECTRA »
@inadmmp
. FDES] ""
6 @ Quantum. P11
4 lacOS = SCALE
S @) wosebi
22 Windows ceph HPS Jystre

General purpose buckets (1) info

Buckets are containers for data stored in S3. Learn more [4}

Q_ Find buckets by name ‘

Name A ‘ AWS Region v Access v

US West (N. California) us-west-
«  Bucketandobjects not public

@ File Manager

Collection | NERSC S3 Test Q ®

Path  /

Start (®) 2 Transfer& T

(] selectall T _ up one folder C ) refresh list Y/ filter

NAME LAST MODIFIED SIZE

tylern-nersc-globus 12/31/1969, 03:5... - >
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Conclusion

*Use Data Transfer Nodes (DTNSs)

*Globus is a great tool for transferring data
o Internal Transfers (Scratch, CFS, HPSS) globus Qﬁ)
o Becoming an ecosystem of transfer and ‘
workflow engine
* Future plans for data transfers
o Plan to support more and different tools
o Let us know what tools your community
is using and you want us to look at
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Questions?
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