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Science data presents challenges
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NERSC has rich data systems to help these challanges
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NERSC also has rich data software
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NERSC provides a rich data ecosystem
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https://support.hdfgroup.org/HDF5/
http://www.unidata.ucar.edu/software/netcdf/
https://root.cern.ch/
http://lustre.org/
http://www-03.ibm.com/systems/storage/spectrum/scale/
http://www.cray.com/products/storage/datawarp
http://www.hpss-collaboration.org/
http://slurm.schedmd.com/
https://kubernetes.io/
http://spark.apache.org/
https://shifter.readthedocs.io/en/latest/index.html
https://www.mongodb.com/
https://www.postgresql.org/
https://www.mysql.com/
https://root.cern.ch/
https://www.r-project.org/
https://www.mathworks.com/products/matlab/
https://www.globus.org/
http://toolkit.globus.org/toolkit/docs/latest-stable/gridftp/
http://xrootd.org/
https://visit.llnl.gov/
http://www.paraview.org/
http://matplotlib.org/
https://newt.nersc.gov/
https://api.nersc.gov/api/v1.2/
https://www.djangoproject.com/
http://jupyter.org/
https://pythonhosted.org/FireWorks/
http://dask.pydata.org/en/latest/
https://www.gnu.org/software/parallel/
https://parsl-project.org/
https://www.tensorflow.org/
https://pytorch.org/
https://github.com/google/jax
https://www.oreilly.com/ideas/the-big-data-ecosystem-for-science
https://docs.nersc.gov/services/spin/

Data ecosystem impacts entire workflow
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Data Directions: NERSC-10 - integrated scientific workflows
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Data Directions: NERSC-10 workflows extend beyond system

e Quality of Service — computation, storage and
networking designed to emphasize response-time plus
throughput/utilization.

e Seamlessness — tight integration of system components
to enable high performance across workflow steps.

e Portability — Modular workflow execution across
heterogeneous HPC, edge and cloud.

e Programmability — APIs to manage data, execute
distributed code, and interact with system resources.

e Orchestration — coordinate resource management

across different resource domains.

e Security — authentication, authorization and auditing

(e.g., identify proofing, access/privacy control, records of

transactions).
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Data Directions: IR| workflows extend beyond system

DOE'’s Integrated Research Infrastructure (IRI) Vision:
To empower researchers to meld DOE’s world-class research tools, infrastructure, and user facilities

seamlessly and securely in novel ways to radically accelerate discovery and innovation
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Data Directions: Saving the science

Future circular collider, CERN

P>  Secrets of the
universe
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workflows interfaces uncertainties
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Data Directions at NERSC - example projects
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https://arxiv.org/abs/2012.13083
https://cs.lbl.gov/news-media/news/2022/new-fair-universe-project-aims-to-build-supercomputer-scale-ai-benchmarks-for-hep-and-beyond/
https://slurm.schedmd.com/SC22/Slurm-and-or-vs-Kubernetes.pdf
https://slurm.schedmd.com/SC22/Slurm-and-or-vs-Kubernetes.pdf
https://docs.nersc.gov/filesystems/pitoolbox/
https://dragonhpc.github.io/dragon/doc/_build/html/index.html
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Day 1

D | re Ctl O n S | n d ata S e rV| CeS Time (PDT) Topic Presenters

N
9:00 - 9:10 a.m. Introduction/Welcome
9:10 - 9:30 a.m. Directions in Data at NERSC Wahid Bhimiji
_/
9:30 - 10:00 a.m. HPC Containers, Podman-HPC, Adam Lavely _
Shifter
10:00 - 10:20 a.m. Science Applications: Madan Timalsina =
Compose services and compute seamlessly SheckeoiniRssiariniGontaives
q o HHH 10:20 - 10:30 a.m. Break
across distributed facilities o am ed
ate  10:30 - 11:00 a.m. Choosing the right storage for your ~Steve Leak, Ravi )
s data Cheema N
. . " 11:00 - 11:30 a.m. Distributed Python at NERSC Daniel Margala =
EXperlment Wlth and apply performant’ 11:30 - 12:00 a.m. Julia Johannes Blaschke -
productive analytics at scale 12:00-1:30 pm.  Lunch
< 1:30 - 2:00 p.m. Deep Learning at Scale Shashank Subramanian
2:00 - 2:30 p.m. Science Applications in Al Jared Willard
. 2:30 - 3:00 p.m. Nvidia Triton Demo: Incorporating Andrew Naylor
Leverage large Al models, fine-tune to new Al inference into workflows
problems, apply to new data pipelines
Day 2
Time (PDT) Topic Presenters
9:00 - 9:30 a.m. Integrated Research Infrastructure Debbie Bard
Curate and re-use data through FAIR oo
management services 9:30 - 10:00 a.m. Superfacility AP Bjoern Enders
10:00 - 10:30 a.m. Science Applications: Data Sam Welborn, Peter
Streaming to NCEM Ercius
10:30 - 11:00 a.m. Science Applications: EJFAT/JIRIAF  Vardan Gyuriyan, Jeng-
Yuan Tsai
E"NE"‘E"“‘REEFY Office of 11:00 - 11:30 a.m. Science Applications: JAWS Daniela Cassol
Science

11:30- 12 p.m. Data Transfers and the Globus Nick Tyler



Questions?

Collaboration?

Wahid Bhimiji

wbhimji@lbl.gov
https://docs.nersc.qgov/analytics/analytics/
hitps://docs.nersc.gov/machinelearning/
https://docs.nersc.qov/services/

And questions for you:
What are you hoping to get out of this data day?
What would you have liked to have on the agenda that you don’t see?
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https://docs.nersc.gov/analytics/analytics/
https://docs.nersc.gov/machinelearning/
https://docs.nersc.gov/services/

Questions

What are you hoping to get out of this data day?

What would you have liked to have on the agenda that you don’t see?

-~ BERKELEY LAB



