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Why are we here? Science
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Data Acquisition; Availability; Access; Analysis; AI; Archiving
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Science data presents challenges
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Inefficient Filtering 
Storage capacity 
limitations 
Bad data quality 
Human steering

Inadequate 
data transfer
Poor data 
management 
tools 

 

Insensitive 
analysis 
techniques

 

Limited user 
interfaces
Unproductive 
software
I/O Bottlenecks

 

Irreproducible 
science
Poor data 
preservation

 

SCIENCE
LOST
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NERSC has rich data systems to help these challanges  

Quality of Service 
Storage System (QSS)

Platform 
Storage System (PSS)

> 800 GB/s

> 10 GB/s

                      container services   
2 x 400 Gb/s
2 x 100 Gb/s

200 GB/s
HPSS Tape Archive >1 EB

35 PB
All-Flash
Scratch

>5 TB/s

1.6 TB/s

Community File System 240 PB

/home 450 TB

Experimental Facility ASCR Facility Home Institution Cloud Edge

Workflow Environment 
Management Environment

NERSC-10

Off Platform Storage

DTNs, Gateways

3.25 
TB/s

  

(26 Tbps)

1,792 GPU-accelerated nodes
     4 NVIDIA A100 GPUs+1 AMD “Milan” CPU
     448 TB (CPU) + 320 TB (GPU) memory
3,072 CPU-only nodes
     2 AMD “Milan” CPUs
     1,536 TB CPU memory

Ethernet 
Science Friendly Security
Production Monitoring

Power Efficiency

LAN

HPE Slingshot 11 
ethernet-compatible 
interconnect
4 NICs/GPU node, 
1 NIC/CPU node

#7, 93.8PF Peak
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NERSC also has rich data software

Data Transfer and Access

Data Analytics

Containers/Cloud-tech

AI / Machine Learning Visualization

Data Management

Workflows
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File 
Format
HDF5
NetCDF
ROOT

Storage 
Lustre
GPFS 
DataWarp
HPSS

Processing 
SLURM 
(realtime/int)
K8S
Spark
Shifter

Databases
MongoDB
PostgreSQL
MySQL

Analytics
Python
ROOT
R
Matlab

Data transfer
Globus 
GridFTP
Xrootd

Visualization
Visit
ParaView
Matplotlib

Portals
Newt/SFAPI
Django
Jupyter

Workflow
Fireworks
Dask
GNU parallel

Parsl

Machine 
Learning
TensorFlow
PyTorch
Jax

Scientific 
Instruments

Scientist
Interaction

Modified and 
updated from WB 
et. al
O’Reilly Blog

Edge Services
Spin

NERSC provides a rich data ecosystem

https://support.hdfgroup.org/HDF5/
http://www.unidata.ucar.edu/software/netcdf/
https://root.cern.ch/
http://lustre.org/
http://www-03.ibm.com/systems/storage/spectrum/scale/
http://www.cray.com/products/storage/datawarp
http://www.hpss-collaboration.org/
http://slurm.schedmd.com/
https://kubernetes.io/
http://spark.apache.org/
https://shifter.readthedocs.io/en/latest/index.html
https://www.mongodb.com/
https://www.postgresql.org/
https://www.mysql.com/
https://root.cern.ch/
https://www.r-project.org/
https://www.mathworks.com/products/matlab/
https://www.globus.org/
http://toolkit.globus.org/toolkit/docs/latest-stable/gridftp/
http://xrootd.org/
https://visit.llnl.gov/
http://www.paraview.org/
http://matplotlib.org/
https://newt.nersc.gov/
https://api.nersc.gov/api/v1.2/
https://www.djangoproject.com/
http://jupyter.org/
https://pythonhosted.org/FireWorks/
http://dask.pydata.org/en/latest/
https://www.gnu.org/software/parallel/
https://parsl-project.org/
https://www.tensorflow.org/
https://pytorch.org/
https://github.com/google/jax
https://www.oreilly.com/ideas/the-big-data-ecosystem-for-science
https://docs.nersc.gov/services/spin/
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Interconnect

Login Nodes

Service Platform

CPU Nodes

GPU Nodes

External Networks
External Storage

Filesystems

Traditional analytics  

Analytics/Deep 
learning

Data 
Transfer/Streaming

Workflow Integration

Data ecosystem impacts entire workflow
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Data Directions: NERSC-10 - integrated scientific workflows 

Cori Perlmutter
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0 Spin-Workflow 
Services

Experimental Facility

● Quality of Service – computation, storage and 
networking designed to emphasize response-time plus 
throughput/utilization.

● Seamlessness – tight integration of system components 
to enable high performance across workflow steps.

● Portability – Modular workflow execution across 
heterogeneous HPC, edge and cloud. 

● Programmability – APIs to manage data, execute 
distributed code, and interact with system resources.

● Orchestration – coordinate resource management 
across different resource domains.

● Security – authentication, authorization and auditing 
(e.g., identify proofing, access/privacy control, records of 
transactions). 

Data Directions: NERSC-10 workflows extend beyond system  

Home Institution

ASCR Facility



10Slide from Ben Brown, ASCR 
(https://science.osti.gov/-/media/ber/berac/pdf/202304/Brown_IRI_for_BERAC_202304.pdf) 

Data Directions: IRI workflows extend beyond system 

https://science.osti.gov/-/media/ber/berac/pdf/202304/Brown_IRI_for_BERAC_202304.pdf
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Data Directions: Saving the science  

Secrets of the 
universe

42+/- 6

Data Acquisition; Availability; Access; Analysis; AI; Archiving
Extremely low latency 
data transfer and 
access and/or 
compute workflow 
across edge and HPC

Leverage 
reusable, fast 
AI-inference with 
rich science 
models and 
uncertainties

 

Granular, 
automatically 
discoverable, 
data

 

Curate with 
re-interpretation
and smart 
archiving

SCIENCE
ENABLED

Future circular collider, CERN

Commercial fusion reactor, UKAEA

Compose 
reusable, 
resilient 
automated 
services and 
workflows

Experiment 
with  
seamless, 
smart,  human 
computing 
interfaces
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Converged 
HPC+Cloud 

. 

FAIR Data 
Services

. 

Slurm and k8s orchestration 

Large multi-purpose, 
“foundation” models 

Platforms for scientific AI 

Data Directions at NERSC - example projects

Sky survey self-supervised learning  

"Fair Universe"

“Containers Everywhere”

Pervasive 
AIScience

. 

“Adjacent” perspective from 
SC22 SchedMD talk

PI Toolbox

Scalable 
analytics

. 

Project dragon

https://arxiv.org/abs/2012.13083
https://cs.lbl.gov/news-media/news/2022/new-fair-universe-project-aims-to-build-supercomputer-scale-ai-benchmarks-for-hep-and-beyond/
https://slurm.schedmd.com/SC22/Slurm-and-or-vs-Kubernetes.pdf
https://slurm.schedmd.com/SC22/Slurm-and-or-vs-Kubernetes.pdf
https://docs.nersc.gov/filesystems/pitoolbox/
https://dragonhpc.github.io/dragon/doc/_build/html/index.html
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Directions in data services

Compose services and compute seamlessly 
across distributed facilities

Experiment with and apply performant, 
productive analytics at scale

Leverage large AI models, fine-tune to new 
problems, apply to new data pipelines

Curate and re-use data through FAIR 
management services 
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Directions in data services

Compose services and compute seamlessly 
across distributed facilities

Experiment with and apply performant, 
productive analytics at scale

Leverage large AI models, fine-tune to new 
problems, apply to new data pipelines

Curate and re-use data through FAIR 
management services 
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Questions?
Collaboration? 
Wahid Bhimji
wbhimji@lbl.gov
https://docs.nersc.gov/analytics/analytics/
https://docs.nersc.gov/machinelearning/
https://docs.nersc.gov/services/

And questions for you:
What are you hoping to get out of this data day? 
What would you have liked to have on the agenda that you don’t see? 

https://docs.nersc.gov/analytics/analytics/
https://docs.nersc.gov/machinelearning/
https://docs.nersc.gov/services/
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Questions

What are you hoping to get out of this data day? 

What would you have liked to have on the agenda that you don’t see? 


