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The theoretical picture of toroidal ion temperature gra-
dient-driven turbulence was simplified considerably this
year by the discovery of a simple fit for the dependence
of the thermal flux on the temperature gradient.
Researchers also demonstrated a new scheme to reduce
heat transport by slightly rippling the equilibrium tem-
perature profile, which generates short-scale zonal flows
and thus reduces the heat transport.

Another significant accomplishment was the develop-
ment of a practical formulation for real tokamak
geometry that could be simply incorporated into

both gyrokinetic and gyrofluid linear and nonlinear
codes. In addition, non-adiabatic electron physics

and electromagnetic effects were added to several
tokamak turbulence codes. Including electrons extends
the applicability of the model to describe particle
transport as well as heat transport, and provides a more
relevant description of the physics of ion temperature
gradient driven modes, since trapped electrons are
known to enhance the growth rate of the underlying
instability. Another milestone is a new computational
approach that explains the previously apparent
discrepancy between experimental observations

and theoretical calculations using magnetohydro-

dynamics equations.

The NIMROD fusion plasma code, which provides for
flexibility in both physics and geometry, is maturing
rapidly and has more than doubled its performance in
the last year. It is being applied to a wide variety of chal-
lenging simulations. Significant progress is also being
made in simulations of beam dynamics for heavy-ion
fusion. And stellarator simulations have helped develop
feasible experimental designs with more compact plas-
mas; if successful, these designs could significantly

improve the economics of fusion power.

High performance computing continues to have

a major impact on the field of high energy and nuclear
physics, ranging from theoretical studies, to the design
of next-generation experimental facilities, to the storage

and analysis of massive data sets from experiments.

In nuclear physics, quantum Monte Carlo methods
have made it possible to computationally study nuclear
systems w  realistic nuclear interactions, taking into
account the vast amount of nucleon-nucleon scattering
data. These interactions produce large spatial, spin,

and isospin correlations between the nucleons. These
correlations can play an important role in a variety

of intriguing  cesses, ranging from the scattering of
electrons by nuclei to the reactions that produce solar
neutrinos. Quantum Monte Carlo studies of nuclear
structure | e produced results that follow the experi-

mental data more closely than do empirical formulas.

In high en jy physics, lattice QCD (quantum chromo-
dynamics, ‘searchers provide theoretical calculations
that are useful in interpreting experimental results and
that sugge improved experiments to test the Standard
Model of  mentary particles. Due to steady improve-
ments in algorithms and computational techniques, and
rapid increases in computing resources, QCD calcula-
tions are now having an important impact on high ener-
gy physics. For example, this year physicists com  ted
the weak matrix ~ ments responsible for the longstand-
ing puzzle of weak kaon decays, in which two seemingly

similar decay processes proceed at very different rates.

The Computational Accelerator Physics Grand
Challenge has  1d a significant impact on the design of
several acc  rators, including the Next Linear Collider
(NLC), the Accelerator Production of Tritium, and the
Spallation Neutron Source. Simulations of the NLC
resulted in an improved linac design with a higher accel-
eration gre 2nt, saving $100 million over the original
design. Another group of accelerator researchers is test-
ing the feasibility of various plasma-based accelerator
concepts. plasma-based accelerator technology is
successfully developed, it could lead to miniaturized
tabletop accelerators, which could have an impact as

widespread as miniature lasers.

Over the past two years, 6 terabytes of data for the STAR
detector at Brookhaven National Laboratory were simu-
lated on NERSC’s T3E. These data were invaluable for
understar  ng the detector response of STAR and for
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our data intensive applications. Given the flood of future
data, this will be a significant advantage for NERSC

clients.

NERSC has also teamed up with Oak Ridge National
Laboratory to establish Probe, a distributed testbed for
storage-intensive applications. Probe has its foundation
in the HPSS installations at ORNL and NERSC, with
high-speed networking from ESnet providing access to

researchers around the country.

The Probe testbed is available for researchers to perform
comparative evaluations of the latest technologies in
storage hardware and software. By linking the two test-
bed systems together over the network, researchers will
be able to evaluate the effects of network latency in
remote storage access and develop new protocols for
effectively using distributed storage systems. The testbed
will also provide a platform for the developers of new
storage and networking hardware and software to test

their devices in high-demand facilities.

Probe will be used to study strategies for exploiting
wide-area, high-bandwidth networks connecting data
archives across the country. Researchers can modify

or augment the configuration of Probe as needed, for
example, to perform comparative evaluations of equip-
ment from various vendors or to test the throughput

of a proposed configuration. With a variety of network
technologies installed, Probe can be used to explore new
methods for high-speed transfers from storage to remote

visualization systems and other applications.

The second thrust in meeting the petabyte data chal-
lenge is to provide tools for scientists to manage their
data more effectively. There are two groups at NERSC
that work in this area, the Center for Bioinformatics
and Computational Genomics and the Scientific Data

Management Group.

The Center for Bioinformatics and Computational
Genomics (CBCG) provides tools for the analysis of
biological sequences, protein structure and function

prediction, and large-scale genome annotation, as well

as tools for access t¢  iological information (database

integration, data mining). A new tool that went online

in 1999 is 2 Alternative Splicing Data Base (ASDB),
which ide  fies clusters of proteins arising from alterna-
tive gene  cing. Alternative splicing allows as many

as 64 different proteins to be created from a single gene
sequence, anc  y recent estimates, at least 30% of

human genes are spliced alternatively.

The ASDB, developed by CBCG in collaboration with
the Institute  Protein Research at the Russian Academy
of Sciences, can be searched to find out how many
known pr ins can be derived from a single gene
sequence, or to find all known products of alternative
splicing in a given organism, such as a fruit {ly, mouse,
or human, or in a particular tissue such as muscle,
heart, or brain (see http://cbcg.nersc.gov/asdb). In its
first half year of operation, the database received

more than 35,000 queries from researchers in genetics
and cell and dev  pmental biology around the world.
The Scientific Data Management Group (SDM) is
involved in various projects including tertiary storage
t for hi

lications, data management tools, and

managem energy and nuclear physics
(HENP) a
efficient access to mass storage data. One of their recent
accomplishments is the Storage Access Coordination
System (¢ ACS), which was developed to support the
Mock Data Challenge tests of the Grand Challenge

Application on HENP Data.

STACS coordinates file caching from tape to a shared
disk for a large number of concurrent HENP applica-
tions. The software supports simultaneous scheduling
of multiple files, incorporates the NetLogger file tracking
system developed at Berkeley Lab, and produces online
dynamic resources usage profiles, such as disk cache in
use, file transfers pending, etc. Despite its complexity,
STACS is robust, with clean interfaces and efficient func-
tionality. It performed so well in tests that the STAR and
PHENIX projects at Brookhaven National Laboratory
plan to use STACS in their data analysis framework,
CERN is adopting the STACS index method, and several
Next Generation Internet projects are considering using

concepts v ped in the STACS project.
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Scott E. Parker, Yang Chen, and Charlson C. Kim,
University of Colorado, Boulder

RESEARCH OBJE( VES

We are currently studying the role of electromagnetic fluctua-
tions in tokamak plasma turbulence; equilibrium and self-gen-
erated zonal flows and related techniques for controlling trans-
port; and techniques for long-time meso and macro simulation.
Current df methods fail at long times, and we are studying an
evolving equilibrium approach with an appropriate collision
operator which attracts the distribution function back towards
the evolving equilibrium distribution.

COMPUTATIONAL APPROACH

We have developed a drift-fluid-electron gyrokinetic-ion simula-
tion to study electromagnetic turbulence. This is a fully parallel
3D toroidal simulation. We use a 1D domain decomposition in
the direction along the magnetic field line. We are also utilizing a
domain-cloning technique, in which the grid is replicated on a
second set of processors. This is useful when there are more pro-
cessors then grid cells in the decomposed direction, or for opti-
mal performance on SMP clusters. The drift-fluid electron model
uses finite-difference for solving the hyperbolic partial differential
equations. The particle-ion part uses df particle-in-cell methods.
Poisson solvers are used in the direction perpendicular to the
magnetic field, and these are done spectrally.

X in units p2cy/Ly,
S - =N

=1

1w 10U JUINS]

Width in units pg

-

Explanation of the apparent anomaly between the two common approach-
es used to simulate tokamak plasma turbulence. Top: Views of both flux-
tube and global computational domains. Bottom: Plot of heat transport
versus the derivative of the temperature gradient showing a transition
from low-level global-like transport to the larger flux-tube-like transport.
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ACCOMPLISHMENTS

We have carefully benchmarked the model in the shearless slab
limit to numerical solution of the dispersion relation including
full kinetic and finite gyro-radius effects. Recently we have
developed a fully toroidal model. We observe finite- 3 stabiliza-
tion at low ratios of the plasma pressure to the magnetic pres-
sure, then strong destabilization at higher values along with a
large increase in transport levels.

We have put a significant effort into identifying the differences
between global and flux-tube simulations. We have  >wn theo-
retically that the
dicted from 2 perpendicular flux-surface-averaged ion tem-
perature. With significant profile variation, the heat flux flattens
the equilibrium temperature, leading to the generation of the

global purely radial mode. On the other hand, when the temper-

shavior of the purely radial mode can be pre-

ature gradic  is constant, there is no preferred location of pro-
file flattening, and the radial mode is then more turbulent,
which is observed in constant temperature gradient flux-tube

simulations.

Using the knowledge of how the self-generated flows are pro-

1 simple numerical demonstration of a new
scheme to reduce the heat transport by slightly rippling the tem-
A slight ripple in the equilibrium temperature

duced, we d

perature pro
profile rippl
scale zonal flows. This, in turn, reduces the heat transport.

> transport, causing the generation of short-

SIGNIFICANCE

We are developing tools which provide better understanding of
turbulent transport in magnetic fusion plasmas. Better under-
standing, in turn, may lead to control of transport.

PUBLICATIONS

S. E. Parker, Y. Chen, and C. C. Kim, “Electromagnetic gyro-
kinetic simulations using a drift-fluid electron model,”
Computer Physics Communications (in press).

S. E. Parker, C. C. Kim, and Y. Chen, “Large-scale gyrokinetic
turbulence simulations: Effects of profile variation,” Physics of
Plasmas 6,1 7 (1999).

A. M. Dimits, B. I. Cohen, N. Mattor, W. M. Nevins, D. E.
Shumaker, S Parker, and C. Kim, “Simulation of ion-tempera-
ture-gradien  irbulence in tokamaks,” in Proceedings of the 17th

IAEA Fusion Energy Conference (paper IAEA-F1-CN-69/TH1/1);

Nuclear Fus:  (in press).
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RESEARCH OBJECTIVES

The ORNL Fusion Theory Group is pursuing computational
research in three areas that encompass understanding plasma
behavior in existing devices and the design of future experi-
ments. These topics are: stellarator optimization and physics,
toroidal plasma turbulence and its effects on transport, and
radio frequency (RF) heating of plasmas.

COMPUTATIONAL APPROACH

Stellarator optimizations are carried out using using a steepest-
descent method to minimize a variational form for the 3D plasma
equilibrium. The plasma optimization is then carried out with a
Levenberg-Marquardt algorithm. Plasma turbulence models
evolve coupled sets of partial differential equations for the ion
density, parallel velocity, and temperature in time in the presence
of a noise source (to simulate heating). Finite differences in radius
and Fourier expansions in the toroidal and poloidal angles are
used. The time stepping scheme is time-implicit for the linear
terms and time-explicit for the nonlinear terms. Particle models
are used both in the stellarator transport physics studies and the
self-organized criticality sandpile calculations.

ACCOMPLISHMENTS

We have developed compact stellarator configurations that pro-
vide improved plasma confinement and stability over previous
approaches. These efforts are part of the National Compact
Stellarator Experiment (NCSX) project and are expected to lead
to the construction of proof-of-principle (POP) and concept
exploration (CE) devices during the next few years. The POP
device will be based on the quasi-axisymmetric optimization
technique, while the CE device will be based on the quasi-

Outer magnetic flux isosurface
and filamentary magnet coils
for a compact three field
period transport-optimized
stellarator. Color contours
indicate the magnetic field
strength: red = high field,
magenta = low field.
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omnigenous (QO) approach. Our optimization techniques and
stellarator analysis codes have helped translate both of these new
optimization strategies into realizable experimental designs.
These developments have opened up a new niche for the U.S.
within the world stellarator program. Successful completion of
these designs could result in a $40-50 million investment by
DOE in new experimental facilities that have been designed pre-
dominantly  -ough the application of NERSC’s high perfor-
mance computing resources.

Self-organized criticality sandpile models are used to study the
nonlinear dy  mics of plasma instabilities. These have now been
run in parallel using enough particles and for long enough times
to collect large statistical samples. This is leading to an improved
understand:  of L-H transition dynamics in tokamak experi-
ments, cont  of internal transport barriers in reversed shear dis-
charges, evaluation of superdiffusive transport regimes, and bet-
ter analysis of the long time correlations in plasma edge turbu-
lence. In addition, Landau fluid calculations of ion temperature
gradient-driven turbulence have been incorporated into a simple
gyrofluid mod :hat evolves equations in time for the ion density

or vorticity, the parallel ion velocity, and the ion temperature.

RF calculations have been performed in support of plasma heat-
ing efforts on the NSTX device at Princeton Plasma Physics Lab.
Mechanisms have been identified and analyzed by which RF can
drive wave-induced plasma flows.

SIGNIFICANCE

The develop  nt of new compact stellarators is of interest for
near term experiments, where it allows larger-volume plasmas to
be designed at a fixed cost. Larger-volume plasmas provide bet-
ter shielding of neutrals and allow better science to be carried
out. Compact plasmas could lower the development costs of
fusion reactor devices and allow smaller, more modular devices
to be built. If successful, this could significantly improve the

economics of fusion power.

PUBLICATIONS

L. A. Berry, E. F. Jaeger, and D. B. Batchelor, “Wave-induced
momentum transport and flow drive in tokamak plasmas,”
Phys. Rev. Lett. 82, 1871 (1999).

S. P. Hirshman, D. A. Spong, J. C. Whitson, et al., “Physics of
compact st¢  rators,” Phys. Plasmas 6, 1858 (1999).

L. Garcia, B. A. Carreras, and V. E. Lynch, “Spatio-temporal
structure of resistive pressure-gradient-driven turbulence,” Phys.
Plasmas 6, 107 (1999).
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RESEARCH OBJECTIVES

The goal of this Grand Challenge is to develop a new generation
of accelerator modeling tools, targeted to very large scale (tera-
scale) parallel computing platforms, and to apply them to accel-
erator projects of national importance. The new capability will
enable computations for accelerator design and analysis on a
scale that is unprecedented in size, accuracy, and resolution.
Specific objectives include the development of parallel beam
dynamics codes aimed at simulating, from end to end, intense
beams through a variety of accelerator systems, and parallel
electromagnetics codes for modeling large, complex beamline
components and accelerating structures.

COMPUTATIONAL APPROACH

The beam dynamics component of this research uses parallel
particle-in-cell (PIC) techniques, particle managers, dynamic
load balancing, fast Fourier transform (FFT) based Poisson
solvers, and techniques from magnetic optics. Split-operator
methods are used to combine magnetic optics and parallel PIC
techniques in a single framework and to establish particle

advance algorithms. The electromagnetics component utilizes
unstructure  rid generation, domain decomposition, adaptive
mesh refine  nt, finite element formulation for the eigenmode
solver, and the moc  2d Yee algorithm for the time-domain

solver. Systems involving particles in electromagnetic structures
are treated using hybrid grids, with a structured mesh in the

region of the beam and an unstructured grid near the structure

boundaries.

ACCOMPLISHMENTS

Three parallel application codes, IMPACT, Omega3P, and Tau3P,
have been developed under the Grand Challenge. The following
improvements made during FY99 result in significant increases
in performance.

The IMPACT beam dynamics code has seen a performance
improvement of a factor of 4 due to a replacement of the origi-
nal charge deposition/field interpolation routines with a parallel
particle manager. Other improvements for FY99 include signifi-
cantly reduced memory overhead, a choice of parallel particle
managers (v 1 fixed and variable message buffers), parallel 1/O,
and restart capabilities. The POOMA version has been modified
to improve the performance of FFTs across boxes on the SGI
Origin 2000 system. IMPACT was used in the first systematic
study of halo formation due to longitudinal/transverse coupling
in charged parti ~ beams. IMPACT was also used to model the
Accelerator Production of Tritium (APT) and Spallation
Neutron Source (SNS) linacs, including the largest simulations
to date of the SNS linac, with 500 million particles. The capabili-
ty to include ma ne imperfections was added in order to
model more realistic accelerators.

Domain decomposition associated with an Omega3P calculation of the Accelerator Production
of Tritium coupled cavity linac.
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The accomplishments in the electromagnetics area include a
new, hybrid Jacobi-Davidson algorithm that dramatically accel-
erates the eigensolver convergence in Omega3P, and the incor-
poration of a superior mesh distribution preprocessor in Tau3P
that greatly improves its parallel efficiency. Using 128 processors
on the T3E, Omega3P can calculate the accelerating mode in the
Next Linear Collider (NLC) accelerating structure on the order
of minutes for a geometry involving 1 million degrees of free-
dom, and the code achieves close to linear scalability. In addi-

Volume rendering of phase space output data from an IMPACT simula-
tion of the Spallation Neutron Source linac.

tion, progress has been made in developing a complex solver for
Omega3P to treat lossy cavities and in implementing a rigid
beam in Tau  to model wakefield effects.

SIGNIFICANCE

The state-of-  -art accelerator codes IMPACT, Omega3P, and
Tau3P have1 e a significant impact on several important
DOE projects such as the NLC, APT, and SNS. The I  ’ACT
simulationh ¢ o predict the maximum particle amplitude,
and hence the required beam pipe aperture, in the SNS linac.
Omega3P and Tau3P simulations were pivotal in realizing an
improved NLC structure design with higher acceleration gradi-
ent that results in a $100 million savings in linac construction
cost and antic  ated operational cost savings as well.

PUBLICATIONS
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