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N ERSC aspires to be a world leader in accelerating 

scientific discovery through computation. Our 

vision is to provide high-performance computing 

tools to tackle science's biggest and most challenging 

problems, and to play a major role in advancing large-scale 

computational science and computing technology. The result 

will be a rate of scientific progress previously unknown. 

NERSC's mission is to accelerate the pace of scientific 

discovery in the Department of Energy Office of Science 

(SC) community by providing high-performance computing, 

information, and communications services. NERSC has a 

threefold strategy for increasing researchers' productivity: 

• Providing leading-edge platforms and services that 

make NERSC the foremost resource for large-scale 

computation within DOE. 

• Introducing the best new computer science tools to 

SC researchers. 

• Providing intellectual services (for example, 

development of innovative algorithms, simulations, and 

visualization techniques) that make these complicated 

technologies useful for computational science. 
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Director's Perspective 

The 1998 Gordon Bell Prize for best performance of a parallel supercomputer application went to a team of collaborators from DOE's Grond Challenge 

on Materials, Methods, Microstructure, and Magnetism. Their 1024-atom first-principles simulation of metallic magnetism in iron, with code tested and 

fine-tuned at NERSC, was the first complete application to break the teraflops barrier. Their performance achievement is discussed on page 6, and their 

research is described on page 40. 



L ooking back, 1998 was another year of positive 

changes and great achievements for NERSC. When 

we set out to reinvent NERSC three years ago, our 

vision was to make NERSC a world leader in high perfor­

mance computing by balancing excellent services with a 

first-class research program in computer science and 

computational science. Our latest accomplishments clearly 

demonstrate the success of NERSC's vision of a high perfor­

mance computing center. I have read our annual report with 

great satisfaction. The report documents not only major 

progress in all areas at NERSC, but also the accelerated 

pace of scientific discovery we are enabling in our community 

of users. 

During 1998 we completed our transition to HPSS; 

combined our two Cray T3Es into a single, 640-processor 

machine; decommissioned the C90; upgraded the J90 

cluster; installed new math and visualization servers; com­

pletely overhauled the PDSF; and on top of all this began 

the procurement process for our next supercomputer. Almost 

every month there was a major systems change. This rapid 

pace of innovation was kept without ever dropping our high 

commitment to quality. A survey of our users confirmed that 

indeed we are doing extremely well in delivering these 

resources and services to the DOE Office of Science 

research community. 

We ended the year with a strong showing at SC98, 

which demonstrated NERSC's intellectual leadership. NERSC 

researchers brought home the 1998 Sidney Fernbach Award 

recognizing efforts in computational science, as well as the 

Gordon Bell Prize for one of our Grand Challenge collabo­

rations between NERSC, Oak Ridge National Laboratory, 

the Pittsburgh Supercomputing Center, and the University of 

Bristol. Not only did this team win the prize, but they also 

were the first to achieve a 1.02 teraflops performance with 

a real scientific application code producing real scientific 

results. 

Our fast pace will continue throughout 1999. DOE 

just announced a new allocations policy for NERSC. This 

will bring major changes, since NERSC will operate more 

like other DOE national user facilities, with extensive peer 

Horst D. Simon, Division Director of NERSC 

reviews and outside advisory boards. The initial NERSC-3 

platform will be online and available for early users within 

the next few months, and will bring major new challenges. 

Finally, there is a proposal to significantly increase the level 

of federal funding for information technology. Congress is 

considering a significant increase in the DOE Office of 

Science budget for this new initiative. NERSC is already 

deeply involved in the planning process, and we expect 

major new opportunities to arise within a year that will even 

further enhance our contributions to the DOE Office of 

Science mission. 

With these exciting times ahead of us, I am again 

grateful to our DOE Office of Science sponsors for their 

continued endorsement of all of our ambitious plans. I would 

like to thank our clients, in particular ERSUG and EXERSUG 

members, for their continued support in transition times, 

especially for their willingness to collaborate on the new 

allocation process and their input to the NERSC procure­

ment. My special thanks and congratulations, however, go 

to the NERSC staff for their skill, dedication, and tireless 

efforts to make NERSC the best scientific computing resource 

in the world. 

Director's Perspective I 1 
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Year In Review 

Computational Science 

The Numerical Tokamak Turbulence Project, a DOE Grand Challenge, is developing the ability to predict turbulence in tokamak fusion experiments. 

These images show the results for the perturbed plasma density from a Gryffin gyrofluid ion-temperature-gradient (ITG) instability simulation viewed in 

noncircular magnetic geometry. The ITG perturbations are shown on a bundle of magnetic flux lines in the lower image. See page 30 for details. 



0 utstanding achievements in computa­

tional science are enhancing the 

reputation of NERSC and the nation­

wide community of researchers who use our 

computing facilities. High performance computing 

is a field in which real-world results sometimes 

lag behind technological advances. For several 

years, NERSC has been working to narrow that 

gap, making state-of-the-art computing a practical 

tool for scientific research. 

Legend 

Our success was recognized by our peers 

in the awards presented to NERSC researchers 

and staff at SC98 in Orlando (see page 6). But 

our real reward is the satisfaction we receive 

0 to 1000,000 PE hours 

1000,000 to 200,000 PE hours 

200,000 + PE hours 

from contributing to scientific progress, such as 

the discovery that the universe is expanding at an accelerating 

rate, and thus is likely to go on expanding forever (page 8). 

As a national facility for scientific research, funded by 

the Department of Energy, Office of Science (DOE SC), 

NERSC annually serves about 2,000 scientists throughout 

the United States (Figure 1 ). These researchers work in DOE 

laboratories, universities, industry, and other Federal agencies 

(Figure 2). Computational science conducted at NERSC covers 

the entire range of scientific disciplines, but is focused on 

research that supports the DOE's mission and scientific goals 

(Figure 3 on the next page). 

This Annual Report provides a representative (though 

not exhaustive) sampling of NERSC researchers' scientific 

accomplishments in 1998. 

Grand Challenge Breakthroughs 

Through its Mathematical, Information, and Computational 

Sciences (MICS) Division, the DOE Office of Advanced 

Scientific Computing Research (ASCR) sponsors NERSC as a 

national facility, and also sponsors eight Grand Challenge 

projects in which NERSC is a partner. Grand Challenge 

applications address computation-intensive fundamental 

problems in science and engineering whose solutions can be 

Fig. 1. Principal locations of U.S. scientists who use NERSC's computing 

facilities, showing the level of usage at each location. 

NERSC FY 98 Users by Institution Type 

University 
35% 

1% 

NERSC FY 98 Usage by Institution Type 

Industry_/ 

l% Federal 
0% 

Fig. 2. Percentage of NERSC users from the four types of institutions 

where they work (top); percentage of usage (i.e., computing time) from 

each type of institution (bottom). The zero is a result al rounding. 
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■ Climate 

■ Life Sciences 
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■ Moth, Information and 
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Fig. 3. NERSC users (left) and usage !right) by scientific discipline; zeros result from rounding. 

advanced by applying high performance computing and 

communications technologies and resources. 

The advanced modeling tools developed in the 

Computational Accelerator Physics Grand Challenge will 

allow future particle accelerators to be designed with 

reduced cost and risk as well as improved reliability and 

efficiency. During the past year, collaborators parallelized 

the electromagnetics codes, performed high-resolution 

calculations for the Next Linear Collider and the Spoliation 

Neutron Source, and performed the largest simulations to 

date for the Accelerator Production of Tritium project. 

The Computational Accelerator Physics Grand Challenge is working to 

understand and predict beam halo, a major issue in next-generation 

high-current linear accelerators. !Details on page 38.) 
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In the Computational Chemistry of Nuclear Waste 

Characterization and Processing Grand Challenge, 

researchers are developing and applying the methods of 

relativistic quantum chemistry to assist in the understanding 

and prediction of the chemistry of actinide and lanthanide 

compounds. Modeling these heavy-element compounds is 

essential to modeling the fate and transport of nuclear 

wastes in the environment, as well as evaluating remediation 

alternatives. Existing codes are being parallelized for the 

T3E and extended to enable calculations on larger molecules 

at higher levels of accuracy. 

Several members of the Grand Challenge Application 

on HENP (High Energy and Nuclear Physics) Data success­

fully ported the CERNLIB physics software to a parallel 

architecture-a large and complex task that had been 

attempted several times before but never completed (see further 

discussion on page 24). The project also generated over 

1 terabyte (TB) of simulated heavy ion collision data, to be 

used as a testbed for developing data management and 

analysis tools and algorithms. A cross-country data transfer 

experiment, from NERSC in Berkeley to Brookhaven 

National Laboratory on Long Island, achieved transfer rates 

of 800-900 kB/ sec over brief periods, and sustained an 

average 200 kB/sec over several days. 

The High Performance Computational Engine for the 

Analysis of Genomes Grand Challenge has developed a 

prototype web-based framework, The Genome Channel, 



which shows the current progress of the international 

genome sequencing effort and allows navigation through the 

data down to individual sequences and gene annotations. 

Work in progress also includes developing a CORBA-based 

analysis framework to facilitate automation of the genome 

annotation process, developing specialized software and 

databases for genome analysis, and preparing to utilize the 

NERSC T3E for production analysis. (For a discussion of 

NERSC's Center for Bioinformatics and Computational 

Genomics, see page 15.) 

In the Materials, Methods, Microstructure and 

Magnetism Grand Challenge, researchers are establishing 

the relationship between magnetism and microstructure 

based on fundamental physical principles. Understanding 

this relationship could result in breakthroughs in computer 

storage as well as power generation and storage, and 

could enable the design of magnetic materials with specific, 

well-defined properties. In 1998 the group studied quantum 

atomic interactions on a scale not previously accessible, 

and developed a new constrained local moment theory of 

non-equilibrium states in metallic magnets-in addition to 

winning the Gordon Bell Prize and breaking the teraflops 

barrier (see page 6). 

Researchers in the Numerical Tokamak Turbulence 

Project reported a major advance in the computer modeling 

of fusion plasmas in the September 18 edition of Science 

magazine. Using NERSC's Cray T3E for three-dimensional 

nonlinear particle simulations of microturbulence in the 

plasma, they performed calculations involving 400 million 

plasma particles in 5000 time-steps-the first simulations 

realistic enough to compare with existing experiments. The 

Cyclone Project, which compared various models for core 

transport in tokamaks, was also discussed in both Science 

and Nature. 

Detailed simulations of the Standard Model of particle 

physics, developed in the Particle Physics Phenomenology 

from Lattice QCD Grand Challenge, will help determine 

some of the fundamental constants of nature. In the past 

year, researchers successfully computed the decay amplitudes 

of kaons for the first time, and successfully reproduced the 

observed "delta I= l /2" effect, in which seemingly similar 

decay processes proceed at different rates. They established 

a publicly available "Gauge Connection" archive 

(http://qcd.nersc.gov), which provides "unquenched" lattice 

quantum chromodynamics (QCD) configurations that include 

virtual quarks. A new algorithm being developed will speed 

up calculations involving virtual quarks. 

In the Protein Dynamics and Biocatalysis Grand 

Challenge, researchers are working to understand the 

chemical mechanisms in enzyme catalysis, which are difficult 

to investigate experimentally. Computer simulations can 

provide the necessary insights, at an atomic level of detail, 

for a complete understanding of the relationship between 

biomolecular dynamics, structure, and function. For example, 

while the class of enzymes known as beta-lactamases are 

largely responsible for the increasing resistance of bacteria 

to antibiotics, the precise chemical resistance mechanism 

used by this enzyme is still unknown. Simulations are critical 

for further study of this mechanism. 

Advanced Scientific Computing 
Research 

In addition to the Grand Challenges, ASCR/MICS sponsors 

other computationally intensive research projects. One 

research team achieved the first direct numerical solution of 

a quantum mechanical three-body Coulomb problem­

specifically, electron-hydrogen ionization. Another group 

developed an efficient code for stochastic simulation on a 

parallel computer, which is being used to study magnetic 

switching. Other scientists are simulating the complex 

instabilities of fluid mixing layers, which can be found 

everywhere from supernova explosions to petroleum pipelines. 

And NERSC's Center for Computational Sciences and 

Engineering (CCSE) develops and applies advanced compu­

tational methodologies to solve large-scale scientific and 

engineering problems arising in DOE mission areas involving 

energy, environmental, and industrial technology. (See page 18 

for a discussion of CCSE's combustion modeling research.) 
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Basic Energy Sciences 

DOE's Office of Basic Energy Sciences (BES) sponsors 

research in areas including materials sciences, chemical 

sciences, geosciences, and engineering. NERSC provides 

computational support for a large number of BES projects. 

Materials science researchers using NERSC systems 

during the past year clarified how the properties of materials 

are changed during ion irradiation or cluster bombardment; 

modeled microstructural pattern formation during the 

growth of solids; developed the first method for calculating 

the optical properties of insulators and semiconductors 

from first principles, which may lead to the synthesis of 

higher-temperature superconductors; completed the first mil­

lion-atom simulation of semiconductor quantum dots, a key 

area of research for atomic-scale computing; and improved 

the techniques for determining macroscopic mechanical prop­

erties from microscopic calculations, which will accelerate 

the search for ultra-hard materials and protective coatings. 

Chemical science researchers studying the molecular 

basis of complex fluids achieved the first molecular-simulation­

based prediction of the viscosity index of a lubricant; this 

kind of simulation could lead to the creation of more efficient 

and environmentally benign lubricants and solvents. Other 

computational chemists characterized the electronic structure 

of ceramic-metal interfaces, which is important for the 

development of improved sensors, electronic components, 

medical prostheses, and high-temperature alloys; worked 

on first-principles prediction of materials performance for 

electrolytes and electrodes in batteries and fuel cells, which 

reduces the need for expensive trial-and-error experimenta­

tion; studied electron transfer dynamics at semiconductor­

liquid interfaces, which may eventually lead to new or 

improved alternative energy sources; developed computa­

tional procedures for atomic structure calculations that can 

predict properties such as energy levels, binding energies, 

and transition probabilities; and applied the molecular 

theory of matter to metastable liquids, enriching the funda­

mental understanding of metastability. 

Modeling microstructural pattern formation during the growth of 
a solid helps determine what the final properties of the fabricated 

material will be. !Details on page 55.) 

Unlocking the mysteries of combustion through numerical 

simulations requires a multidisciplinary approach that involves 

specialists in fields such as computational fluid dynamics and 

chemical kinetics. In a new approach to simulating chemical 

kinetics, the solution of ordinary differential equations has 

been parameterized by a set of algebraic polynomials; this 

approach has produced accurate simulations in one-tenth 

the processing time. Researchers are also using NERSC 

computers to simulate step-by-step chemical reactions in 

diesel fuel combustion, model turbulent combustion as 

found in gas burners, elucidate the mechanisms of soot 

formation, and identify the exact mechanism that determines 

the formation of polycyclic aromatic hydrocarbons (PAHs), 

which are potent carcinogens and mutagens formed during 

incomplete combustion of fossil fuels. (The contributions of 

NERSC staff mathematicians to simulating the fluid dynamics 

of combustion are discussed on page 18.) 

In the geosciences, researchers are modeling the 

molecular structure at the surface of hydrated clay minerals, 

which are important in petroleum production and the 

containment of environmental contaminants; developing 
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next-generation wave propagation and hydrodynamics codes 

for computational geophysics; and developing high-resolution 

geophysical imaging software that will be an essential tool 

for DOE projects involving oil, gas, coal, geothermal energy, 

and geophysical exploration, as well as environmental 

restoration of contaminated sites and nuclear waste. 

Engineering problems involving slurries, fluidized 

beds, hydraulic fracturing, and many other applications will 

benefit from the first parallel numerical software that can 

directly simulate solid particles moving in a viscoelastic fluid. 

Biological and 
Environmental Research 

Computational simulations are now playing a crucial role in 

biological and environmental research, particularly in the 

areas of climate modeling and genomics. 

NERSC's high performance computers are being used 

by researchers nationwide for global climate change 

simulations and other atmospheric studies, as well as 

investigations of pollutant formation, energy use, and other 

environmental issues. 

A team led by the National Center for Atmospheric 

Research (NCAR) used the new high-resolution Parallel 

Climate Model (PCM) to produce a climate simulation for the 

1990s which will be used as the control experiment for future 

climate change scenarios. The NCAR/NERSC collaboration 

has achieved the fastest climate modeling performance in 

the nation. Using 256 processors on NERSC's Cray T3E, it 

takes less than a half hour to simulate one model year with 

PCM; the same one-year simulation would take more than 

10 hours on the older Cray C90. 

Collaborators at NERSC and the National Oceanic and 

Atmospheric Administration's Geophysical Fluid Dynamics 

Laboratory (GFDL) are adapting GFDL's Modular Ocean 

Model (MOM) so that it will run efficiently on massively 

parallel computers for high-resolution, century-long ocean 

simulations. In the first phase of the project, portions of the 

code are running 15 to 50 times faster. 

l 20°E l 60°E 160°W 120°W 80°W 

l20°E l60°E 160°W 120°W 

The similarity al this simulation to observed conditions shows that the 

coupled ocean/ atmosphere general circulation model faithfully captures 

the large-scale patterns of law-frequency climate variability. This pattern 

is associated with changes in winter temperature and precipitation over 

much of North America. !Details on page 71.) 

80°W 

Another GFDL team working with an atmospheric 

general circulation model has found that increased vertical 

resolution produces far more realistic simulations of winds in 

the tropical middle atmosphere. This important discovery 

opens up the possibility of alleviating one of the most serious 

and widespread problems in atmospheric simulation-the 

absence of the Quasi-Biennial Oscillation (QBO). 

Researchers at the Scripps Institution of Oceanography 

are working on a coupled ocean/atmosphere model to 

determine the predictability of century-long precipitation 

and temperature patterns. At various DOE laboratories, 

scientists are making seasonal hydroclimate predictions for the 

western U.S.; developing a global tropospheric/stratospheric 

model to assess the impacts of energy-related emissions 

on tropospheric ozone; and investigating the effects of 

albedo (atmospheric reflection of light) due to sulfate aerosol 

emissions. A team of researchers from NCAR and academia 

are using simulations to study the effects of gravity waves on 

the atmosphere. 

The Human Genome Project is producing an enormous 

database of amino acid sequences. To understand what 
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