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Deep Learning revolution

Atrtificial Intelligence

— ARTIFICIAL INTELLIGENCE
~ A technique which enabl hi
_ - to mimic human behaviour

MACHINE LEARNING
Subset of Al technique which use
istil to enable i

to improve with experience

>~ DEEP LEARNING
~~ — — Subset of ML which make the
computation of multi-layer neural
network feasible

edureka!
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Al is transforming science

Across all domains
e Especially those with Big Data
Across many application areas

e Analyzing data better, faster
e Accelerating expensive simulations
e Control + design of complex systems

Embraced by the DOE and other
funding agencies
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Growing scientific Al workload at NERSC
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https://conference.scipy.org/proceedings/scipy2021/rollin_thomas.html

Scientific Al users

Science domains

Physics - General
Astrophysics
Computer Science
Chemistry

High Energy Physics
Cosmology

Earth and Environmental Science
Applied Mathematics
Engineering
Biosciences

Nuclear Physics
Geosciences

Medical

Fusion Energy Science

Materials Science ML@NERSC 2022 Survey
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What is the level of maturity of ML in your research? (mark all that apply to your projects)
174 responses

Brainstorming / researching 5
possible ML approaches 89 (51.1%)
Developing / experimenting with

new ML solutions

Refining / improving a partially
successful ML application

Fully developed ML workflow

o
used in scientific production 51 (29.3%)

ML workflows

ML for offline data analysis

Coupled ML+simulation

ML replacing simulation

ML for real-time experimental data

ML for control of scientific instrument ML@NERSC 2022 Survey

0 20 40 60 80 100 120

ML tasks

Regression

Classification

Unsupervised / self-supervised

Generative modeling

Segmentation / object detection

Reinforcement learning

ML@NERSC 2022 Survey
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Two Distinct Eras of Compute Usage in Training AI Systems

Petaflop/s-days
e n e e O r blog.openai.com/ai-and-compute/

le+2

= Deep Learning
Growing computational
cost of training Al models

e ) LeNet-5

e bigger datasets + models, e 7
more complexity S e i el

« FirstEra  Modern Era >

AlphaGoZero
.,

Neural Machine _
.
Translation 3,

o ®TI7 Dota 1vl
/

LY

/' 3.4-month doubling
Deep Belief Ne t nd
layer-wise pretra .
DAN

)
BILSTM for Spee

Researchers need large o aromsm o

scale resources B I it o4
e Rapid iteration, reduce

le+07

Large Language -
Models

le+06—

Training Compute (PFLOPs)

time to discovery R
= le+04— VGGO ® [ )
Dens‘eNet
1e+033 AlexNet
[ )
NER 6 1e+02- https://medium.com/riselab/ai-and-memory-wall-2cb4265cb0b8

T T —T T T T T T — T
2012 2013 2014 2015 2016 2017 2018 2019 2020 2021
YEAR


https://blog.openai.com/ai-and-compute/
https://medium.com/riselab/ai-and-memory-wall-2cb4265cb0b8

Size of training dataset

ML@NERSC 2022 Survey

Need for Al at scale

Training time on single device
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100 ML@NERSC 2022 Survey 50
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Types of distributed training

On how many devices do you train a model?

100 Data parallelism
Large scale
80 . . Model parallelism
training

60 Not needed

40 Hybrid parallelism

20

Pipeline parallelism ML@NERSC 2022 Survey

0 10 20 30 40 50 60 70

100s 1000s




Deep Learning parallelization strategies

Y
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Data Parallelism Model (tensor) Parallelism

Distribute input samples.Distribute network structure

(layers).

Hybrid parallelism example: Megatron-Turing NLG 530B

Pl P2 P3

Layer Pipelining
Partition by layer.

Fig. credit: arXiv:1802.09941
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https://arxiv.org/abs/1802.09941
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/

Current NERSC Al Strategy

Empowerment

[ Automation ]( Interactivity ]
4 N
Software Frameworks and Libraries
\ J

Systems w/ BREEL
L D) =B 1EIRE
Accelerators @ T =

e Deploy optimized hardware and software systems
e Apply Al for science using cutting-edge methods
e Empower through seminars, workshops, training and schools

Office of
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Deep Learning on Perlmutter:
Software stack and best practices
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Perlmutter deep learning software stack overview

General strategy:

e Provide functional, performant installations of the most
popular frameworks and libraries

e Enable flexibility for users to customize and deploy their Frameworks
own solutions scikitdoarm
Frameworks: KE;;;
1F TensorFlow . Keras O PyTorch
Distributed training libraries: éaifel | | DA ey
e Horovod
e PyTorch distributed
e NCCL, MPI https://docs.nersc.gov/machinelearning/

Productive tools and services:
e Jupyter, Shifter

g
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https://docs.nersc.gov/machinelearning/

How to use the Perlimutter DL software stack

We have modules you can load which contain python and DL libraries:
module load tensorflow/2.9.0
module load pytorch/2.0.1

Check which software versions are available with:

module spider pytorch

You can install your own packages on top to customize:

plip install --user MY-PACKAGE
Or, clone a conda environment from our modules:

conda create -n my-env --clone /path/to/module/installation
Or, create custom conda environments from scratch:

conda create -n my-env MY-PACKAGES

More on how to customize your setup can be found in the docs (TensorFlow, PyTorch).

) v ZEP Ry U.S. DEPARTMENT OF Office of
NERSC 12
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https://docs.nersc.gov/analytics/machinelearning/tensorflow/#customizing-environments
https://docs.nersc.gov/analytics/machinelearning/pytorch/#customizing-environments

Containerized DL: using Shifter on Perimutter

NERSC currently supports containers with PerImutter via Shifter

« Easy, performant: our top500 entry used a container!

To see images currently available:

shifterimg images | grep pytorch

To pull desired docker images onto Perimutter: SHIFTER
shifterimg pull <dockerhub image tag>

To use interactively:
shifter --module gpu --image=nvcr.io/nvidia/pytorch:22.05-py3
Use Slurm image shifter options for best performance in batch jobs:

#SBATCH --image=nersc/pytorch:ngc-22.05 vl
#SBATCH —-module=gpu,nccl-2.15
srun shifter python my python script.py

ZEW, U.S. DEPARTMENT OF

Coming soon: Podman!

BERKELEY LAB
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https://docs.nersc.gov/development/shifter/gpus/

Best Practices for DL + Shifter on Perlmutter

NVIDIA provides containers optimized for deep learning on GPUs with

» Pytorch or TensorFlow+Horovod
. Optimized drivers, CUDA, NCCL, cuDNN, etc NVIDIA. NGC

« Many different versions available

We also provide images based on NVIDIA's, which have a few useful extras
You can also build your own custom containers (easy to build on top of NVIDIA’s)

Notes

e Customization: from inside the container, do pip install --user MY-PACKAGE
(make sure to set SPYTHONUSERBASE to a custom path for the desired container)

e NVIDIANGC containers use OpenMPI, which requires specific options if you require MPI.
Instructions: https://docs.nersc.gov/development/shifter/how-to-use/#shifter-mpich-module

y
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https://docs.nvidia.com/deeplearning/frameworks/
https://github.com/NERSC/nersc-ml-images
https://docs.nersc.gov/machinelearning/tensorflow/#containers
https://docs.nersc.gov/development/shifter/how-to-use/#shifter-mpich-module

DIStrlbUted Tralnlng TOOlS Distributed training libraries

Framework built-in —

s PyTorch DistributedDataParallel (DDP) -
e TensorFlow Distribution Strategies .
Other popular libraries v

Horovod: MPI+NCCL, easy to use, examples

0 10 20 30 40 50 60 70 80

o

e Lightning: DDP + convenient features

e DeepSpeed: ZeRO optimizations, 3D parallelism

e Ray: DDP + HPO

e LBANN: multi-level parallelism, ensemble learning, etc., docs
Communication backends

e NCCL is the backend of choice for GPU nodes on Perimutter

e The NCCL OFI plugin (from AWS) enables RDMA performance on the

libfabric-based Perlmutter Slingshot network (see our docs)

2l BERKELEY LAB
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https://github.com/horovod/horovod/tree/master/examples
https://lbann.readthedocs.io/en/latest/index.html

General guidelines for deep learning at NERSC
NERSC documentation:

Use our provided modules/containers if appropriate

e They have the recommended builds and libraries tested for functionality and performance

e We can track usage which informs our software support strategy
For developing and testing your ML workflows
e Use interactive QOS or Jupyter for on-demand compute resources
e Visualize your models and results with TensorBoard or Weights & Biases
For performance tuning
e Check cpu/gpu utilization to indicate bottlenecks (e.g. with top, nvidia-smi)
e Data pipeline is the most common source of bottlenecks
o Use framework-recommended APls/formats for data loading
o Use multi-threaded data loaders and stage data if possible
e Profile your code, e.g. with Nvidia Nsight Systems or TensorBoard Profiler

%] BERKELEY LAB
Bringing Science Solutions to the World
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https://docs.nersc.gov/analytics/machinelearning/overview/

Deep Learning on Perlmutter:
Workflow tools
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Jupyter for deep learning

JupyterHub service provides a rich,

interactive notebook ecosystem on Cori . °
e \Very popular service with hundreds of users A LR
e Afavorite way for users to develop ML code jupyter =

Users can run their deep learning workloads N
e on dedicated Perlmutter GPU nodes
e using our pre-installed DL software kernels
e using their own custom kernels

@ Notebook Shared CPU Node Shared GPU Node Exclusive GPU Node  Exclusive Large Memory Node Configurable GPU Configurable DGX

e [ = =
e | &8 « = = = =

Resources Use a node shared with other users' notebooks but Use your own node within a job allocation using defaults. Use multiple compute nodes with s
Python 3 pytorch-1.9.0 tensorflow- outside the batch queues.
26.0 ”
Use Cases Visualization and analytics that are not memory Visualization, analytics, machine learning that is compute or memory Multi-node analytics jobs, jobs in reservations, custom
intensive and can run on just a few cores. intensive but can be done on a single node. project charging, and more.

B, U.S. DEPARTMENT OF Office of

EN ERGY Science
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https://docs.nersc.gov/services/jupyter/#conda-environments-as-kernels

TensorBoard at NERSC

TensorBoard is the most popular tool for visualizing
and monitoring DL experiments, widely adopted by
TensorFlow and PyTorch communities.

[ show data download links Q Filter tags (regular expressions supported)

We recommend running TensorBoard in Jupyter

Tooltip sorting method: default v

using nersc-tensorboard helper module. m—

import nersc tensorboard helper
%load_ext tensorboard B

$tensorboard --logdir YOURLOGDIR --port O

MeE:

then get an address to your TensorBoard GUI.: |
|

¢

nersc tensorboard helper.tb address()

B, U.S. DEPARTMENT OF Office of

7 EN ERGY Science
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https://docs.nersc.gov/analytics/machinelearning/tensorboard/
https://github.com/NERSC/nersc-tensorboard-helper

- Imi ' ' https://docs.nersc.gov/
Hyper-parameter optimization (HPQO) solutions achineleaninc/hoo/

Model selection/tuning are critical for getting the most out of deep learning
e Many methods and libraries exist for tuning your model hyper-parameters
e Usually very computationally expensive because you need to train many models
=> Good for large HPC resources e

ML@NERSC 2020 Survey - Preliminary Stats
40

Helpers / examples »

30

e WA&B template (new)

e Ray cluster helper (new) 32

15

N Which hyperparameter optimization
35 (58%) libraries are you using? (if any)

19 (32%)

10
7(12%) 6 (109%) 5 (8%)

Users can use whatever tools work best for them

3(5%) 5 (39%)

e Ask us for help if needed! e e e
RAY N Weights & Biases
o%’ fune &
SIGOPT

U.S. DEPARTMENT OF Offlce of

a» ENERGY Science
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https://github.com/NERSC/nersc-dl-wandb
https://github.com/asnaylor/nersc_cluster_deploy
https://docs.nersc.gov/machinelearning/hpo/
https://docs.nersc.gov/machinelearning/hpo/

Outreach & additional resources
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Training events

The Deep Learning for Science School at Berkeley Lab (https://dl4sci-school.lbl.gov/)
e Comprehensive program with lectures, demos, hands-on sessions, posters
e 2019 material (videos, slides, code) online: hitps://sites.google.com/Ibl.gov/dl4sci2019
e 2020 webinar series material: https://dl4sci-school.lbl.gov/agenda
The Deep Learning at Scale Tutorial
e Jointly organized with NVIDIA (+ previously Cray, ORNL)
e Presented at SC18-22, ECP Annual 2019, ISC19
e Detailed lectures + hands-on material covering distributed training, scaling, profiling, and
optimization on Perlmutter
e See the full SC22 material here
e Accepted for SC23 (w/ more model parallelism)
NVIDIA Al for Science Bootcamp
o 2022 event
e 2023 event (Oct 18, apply now!!)
NERSC Data Seminar Series:
e https://qgithub.com/NERSC/data-seminars

Office of
Science
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https://dl4sci-school.lbl.gov/
https://sites.google.com/lbl.gov/dl4sci2019
https://dl4sci-school.lbl.gov/agenda
https://github.com/NERSC/sc22-dl-tutorial
https://www.nersc.gov/users/training/events/2022/nersc-ai-for-science-bootcamp-august-25-26-2022/
https://www.nersc.gov/users/training/events/2023/ai-for-scientific-computing-oct-2023/
https://github.com/NERSC/data-seminars

Conclusions

Deep learning for science is here and growing
e Powerful capabilities
e Enthusiastic community
e Increasing HPC workloads

Perlmutter has a productive, performant software stack for deep learning
e Optimized frameworks and solutions for small to large scale DL workloads
e Support for productive workflows (Jupyter, HPO)

Join the

Take the

Office of

fwmﬁ’t U.S. DEPARTMENT OF
&P ENERGY Science
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https://www.nersc.gov/users/NUG/nersc-users-slack/
https://forms.gle/1CJ9x2ndXTfjsYfx9
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Data-parallel training considerations

Weak scaling: converge faster by taking fewer, bigger, faster steps

* i.e., more GPUs, larger batch sizes, larger learning rates

Upper: 3 SGD steps w. learning-rate = n
Yo Lower: 1 SGD step w. learning-rate = 3 * n

Caveat: for stability & convergence, requires tuning

« Warm-up+scale learning rate, adaptive optimizers, etc
« See our SC21 “Deep Learning at Scale” tutorial for more tips

.

Office of

";'_” U.S. DEPARTMENT OF
Gy ENERGY Science
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https://docs.google.com/presentation/d/1j_rxcLY6WzVqiDPm-LWnk-UISJiYtRwEHQZZWkZpktI/edit#slide=id.gf80317373c_0_92

Model parallelism

Why you might try model parallelism

e tofit larger models
e for speedup (results may vary)

Generally, you can combine multiple types of parallelism

e mention some example like nvidia megatron
e https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-meagatr
on-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-g

enerative-language-model/
Disclaimer: not much content today

e mention some tools
e mention plans for SC23 tutorial
AZE R, U-S. DEPARTMENT OF Office of

NER 26 k] BERKELEY LAB © ENERGY Sicn

Bringing Science Solutions to the World



https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/

Guidelines - TensorFlow distributed training

TensorFlow at NERSC docs: 1F
https://docs.nersc.qov/analytics/machinelearning/tensorflow/ “

TensorFlow
For distributed training, we recommend using Horovod .
e Easy to use and launch with SLURM Y Y
e Can use MPIl and NCCL as appropriate ° °
e Horovod examples: e

https://qithub.com/horovod/horovod/tree/master/examples

TensorFlow has some nice built-in profiling capabilities
e TF profilerin TF 2: htips://www.tensorflow.org/quide/profiler

Office of
Science
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https://docs.nersc.gov/analytics/machinelearning/tensorflow/
https://github.com/horovod/horovod/tree/master/examples
https://www.tensorflow.org/guide/profiler

Guidelines - PyTorch distributed training

PyTorch at NERSC docs:
https://docs.nersc.qov/analytics/machinelearning/pytorch/ Q PyTorch

For distributed training, use PyTorch’s DistributedDataParallel
e Simple model wrapper, native to Pytorch
e Works on CPU and GPU
e Highly optimized for distributed GPU training
e Docs:
https://pytorch.org/tutorials/intermediate/ddp_tutorial.html

Distributed backends
e On Perlmutter, use the NCCL backend for optimized GPU
communication

NERsC | o8 ) BERKELEY LAB

Office of
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https://docs.nersc.gov/analytics/machinelearning/pytorch/
https://pytorch.org/tutorials/intermediate/ddp_tutorial.html

What are we working on now?

Inference serving

Platforms / ecosystems for Al workflows and MLOps
Podman-hpc for Al

Large scale distributed training, HPO, inference from Jupyter notebooks

Office of
Science
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Deep Learning is transforming science

It can enhance various scientific workflows

e Analysis of large, complex datasets
e Accelerating expensive simulations

Adoption is on the rise in the science communities

e Rapid growth in ML+science conferences
e Recognition of Al achievements:
2018 Turing Award; 2018, 2020 Gordon Bell prizes
e HPC centers awarding allocations for Al,
optimizing next-gen systems for Al

The DOE is investing heavily in Al for science

e Funding calls from ASCR (and other funding agencies)
e Popular, enthusiastic Al4Science town hall series, 300 page report

U.S. DEPARTMENT OF | Offlce of

BERKELEY LAB ENERGY | Science

Bringing Science Solutions to the World
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https://www.anl.gov/ai-for-science-report

Scientific ML: endless possibilities!

Identify ( 9 @ Identify new @
neutrinos physics events

assing through : in detector for
Functional i beiibimy Identify extreme  pariicle physics  Identify words from
innotation of events in climate brain signals in
metagenomes simulations neuroscience

Identify type of Match sequence
event passing of amino acids
Generate ne: through a bacterial signaling
mass maps :: Clustering neutrino detector Classification
the universe

Unsupervised Supervised
Learning Machine Learning
Learning
for
Science
Predict the
Feature properties of new
Learning materials for energy-
efficient batteries
Identify similar Model images Identify extreme
images in x-ray of galaxies in events in climate (‘:,?m g:x;y;:::
scattering Learn features in  telescope data D i in genomics
experiments cosmological cosmological @ .
&‘@ mass maps ¢ parameters from
= Nbedy simulation .

7N
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More complex tasks, bigger models, more compute

1000

g ((i;;:) = Meﬁig?:;;;;ing At what scale do you train your models? (include current and future plans).
3]
5 e ML@NERSC 2020
S Megatron-LM ) 8w single WEN 28 [ 10s W 100s [N 1000s
e (8.3B) Turing-NLG
5 - (17.2B) 60
S i | 1D
% (11B) 40
o)
=] i GPT-2 20
g (1.5B)
% BERT-La rge ¢ GPU(s) CPU node(s)
'Eg 0.1 (340Mm)
i Models get bigger and more compute
0.01 intensive as they tackle more complex
2018 2019 2020 2021 2022
tasks
Credit: NVIDIA
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https://developer.nvidia.com/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/

Deep Learning parallelization strategies

80 50
ML@NERSC 2020 Survey ML@NERSC 2020 Survey
701 67 (50%) What mode of parallism do you use/need? 41 (45%) What distribution framework do you use?
40 1
60
50 30 ]
£ 39 (29%) £
C c
3 40 o 36 (27%) 3
°_ 30 (23%) Y20
20 20 (15%) 11 (12%)
10
10 .
2(2%) 1(1%) 1(1%)
0 s 0! s m -
o™ pee \is™ \is™ \is™ e NO! ol AN otne
anels o ale \e ale na or0 ? \B
pata P& pon \ode! par ayrid P ral peline ar 1e1P7 a cray

TensorFlow and PyTorch support data and
intra-node pipeline parallelism natively. Horovod is
the leading non-native distribution framework. All
support MPI and/or NCCL backends.

Data parallelism is the most common strategy in
practice, especially for inter-node scaling.
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