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Agenda

« Navigating Iris (https://iris.nersc.gov)
«  Submitting a User Ticket (https://help.nersc.gov)
- MyNERSC (https://my.nersc.gov)

« Connecting to Perlmutter
2. Connecting with SSH
b. https://jupyter.nersc.gov notebooks and terminals in your browser
c. NoMachine (https://docs.nersc.gov/connect/nx/) for GUI apps

- Navigating NERSC Home Page
» Navigating NERSC Documentation
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https://iris.nersc.gov
https://help.nersc.gov
https://my.nersc.gov
https://jupyter.nersc.gov
https://docs.nersc.gov/connect/nx/

Navigating Iris




Iris (https://iris.nersc.gov) for Your Account

eoce L iris x  +

& - C @ iris.nersc.gov/login

N

K7
RN\ I @
zns IFIS
AN
Management and reporting for your account, compute and
storage allocations, and projects at NERSC.

Q Forgot password? | Forgot username? | MFA not working? )

CTIX) | Help | ERCAP | Docs | MyNERSC
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https://iris.nersc.gov

Iris (https://iris.nersc.gov) for Your Account

[ NN ] @ https:/flogin-proxy.nersc.gov/c X =+

&« > C & login-selector.nersc.gov/ds/?entitylD=https%3A%2F%2Flogin-proxy.nersc.gov%2Fsp&return=https%3A%2F %2Flogin-proxy.nersc.gov%2Fsam|%2Fdisco

National Energy Research
Scientific Computing Center

Choose Your Institution

Recent Institutions

National Energy Research Scientific Computing Center

nersc.gov

Add another institution —m Remove an institution

New feature! Users from some national laboratories can now log in to
NERSC with credentials from their home institution. Learn More
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https://iris.nersc.gov

Iris

O & https://shib.nersc.gov/idp/profile/SAML2/Redirect/SSO?execution=e1s2

National Energy Research
Scientific Computing Center

Username

Password

Forgot your password?

» Contact us
» Privacy & Security Notice
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Multi-Factor Authentication (MFA)

©> ¢ o 0 ape dnet B 95 LINDO S * e

Tip: you will use this a LOT

|D musT ReaD: Black Lives Matter: Turning words into action

* Protects NERSC users from Suparcomputars hacked across Europe to mins
attacks like this — SR
* Log into NERSC resources | emEm
with your NERSC password 0 - ® 85 orosanem

Bank-grade encryption helps
secure Wi-Fi connections from

plus a one-time code thatis =z e
p rOVi d e d by a n a p p Some of Europe's top supercomputers hijacked to mine r——
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Setting Up MFA in lIris

 First install Google Authenticator on your smartphone
(and/or Authy on your computer)

https://play.google.com/store/apps/details?id=com.google.android.apps.authenticator2&hl=en
https://itunes.apple.com/us/app/google-authenticator/id388497605?mt=8

https://authy.com

Search "MFA" at
https://docs.nersc.gov

Ve BERKELEY LAB DDDDDDDDDDDDDD Office of
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https://docs.nersc.gov
https://play.google.com/store/apps/details?id=com.google.android.apps.authenticator2&hl=en
https://itunes.apple.com/us/app/google-authenticator/id388497605?mt=8
https://authy.com

L} | ] | ]
s x
ettl I lg p I I I rI S 6 - C @ © @ https://iris.nersc.gov/user/70817/mfa RN 4 N @oe =
New MFA Token

* Click the "MFA" tab

+ Click the "Add Token"
button

« Scan the QR code with
the Authenticator app
(or, paste the Authy code
into Authy)
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Logging in with MFA s co—

After single-sign-on page

NEeR clontfc Computing Certer
you'll be asked for your
one-time password (6
.
digits from app)

alll BERKELEY LAB
Bringing Science Solutions to the World




Troubleshooting Account Access

* | can't login to Iris T ———

o New account? It may not be approved
yet (can take a few days)

o Forgot password? Lost MFA tokens?
Use the links on the Iris login page

* | can login to Iris, but not Cori or
Perimutter

o Are you in a project? Check "Roles" tab

Administrative Info

Disabled User? 3

Can use collabsu &4 .

Office of
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Navigating Iris - Menu Bar

GPU Account .
Membershi Storage Details
P NERSC MFA Token
CPU Account
i Account
Membership pocount

Profile Information

/

Wy,

=% \ / /
E::lris
& Lively, Charles CPU GPU Jobs Storage Roles Groups MFA Profile History

User Organization

Organization Lawrence Berkeley National Laboratory - NERSC
Role PROSTAFF
Org Type NERSCOPS
Address 1 Cyclotron Ro: AUdIt Log
City Berkeley
State CA .
Province Unix Group
Postal Code 94720 Membership
Country %= United States bf America (US)
Website WWW.NErsc.gov
RORID https:/[ror.org/05vBmvq14
All Organizations
Job Details
ORCID Id
ORCID ©  0009-0008-4053-2139

All NERSC users are required to have a valid ORCID id. You can easily obtain an ORCID ID by using this link
If you are unable to create and connect an ORCID id, you can set the value to "n/a".

BERKELEY LAB
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Navigating Iris - Finding Account Details

Iris Searc
ly, Charles cPU GPU Jobs Storage Roles Groups MFA Profile History
Iris Role: consultant [ @ Update Iris Role }
Project Roles:
Project Description Role Accounts Grouper Created Updated .
ma232 The Weather Research an... pi_proxy @ 2023-05-10 10:40 2023-05-10 10:40
£2 masss SHI HPC Projects pi_proxy @ 2023-05-24 04:48 2023-05-24 04:48
2 nstaff NERSC Staff Accounts user CSTEED &) 2023-03-24 04:44 2023-03-24 04:44
N2 °
—= % o Irls Search users
7N
2 m4232 CPU GPU Jobs Storage Roles Groups Details History
Project Overview
Project funding ERCAP project details Project owners

Click image to edit

B Allocation transfer report

Allocation Pool: DOE Allocation Pool

Allocation Type: DOE Mission Science

Office: Biological and Environmental Research
Program: Earth and Environmental Systems Sciences
Division (EESSD)

Science Category: Earth Systems : Atmosphere
Slurm Category:

13

Organization: Pacific Northwest National Laboratory
(PNNL), US

DOE Sensitive Identifiers:

Compute requested in ERCAP: 2.5 K hours
GPU requested in ERCAP: 0.0 hours

HPSS requested in ERCAP: 1.0 TB

CFS storage available: 20.0 TB

CFS files available: 20.0 M

CFS max projecdirs: 10

Funded by DOE Office of Science? Y
Request # ERCAP0025429

BERKELEY LAB

Bringing Science Solutions to the World

pi: & Sakaguchi, Koichi
B4 Koichi.Sakaguchi@pnnl.gov

pi proxy: & Leak, Stephen
&4 sleak@Ibl.gov

pi proxy: & He, Yun (Helen)
B yhe@lbl.gov

pi proxy: & Lively, Charles

B4 charleslively@Ibl.gov

pi proxy: & Gupta, Lipi
B3 lipigupta@Ibl.gov

U.S. DEPARTMENT OF Office of

EN ERGY Science




Navigating Iris - Changing User Shell

Server Logins

Ldap Tree Home Directory Login Shell Username GID Group Actions
alvarez /global/homes/s/siddiq80 /bin/bash siddiqg0 92503 siddiq90 G Edit Q search
cori /global/homes/s/siddiq90 /bin/zsh siddiq90 92503 siddiq90 © Edit Q search

datatran /global/homes/s/siddiq90 /bin/zsh siddig90 92503 siddiq90 @ Edit Q search
gerty /global/homes/s/siddiq90 /bin/zsh siddiq90 92503 siddiq90 @ Edit Q search
hpss /home/s/siddig90 /bin/bash siddiq90 92503 siddiq90 @ Edit Q search
muller /global/homes/s/siddiq90 /bin/zsh siddiqg0 92503 siddiq90 @ Edit Q search
nim-ldap /home/siddiq90 /bin/bash siddiq90 siddiq90 G Edit Q Search

nx /global/homes/s/siddiqg0 /bin/zsh siddiqg0 @ Edit Q search
perimutter /global/nomes/s/siddiq90 /bin/bash siddiq90 @ Edit Q search
server /home/siddiq90 /bin/bash siddiqg0 @ Edit Q search
Previous Page 1 of 2 10rows v Next
Q[ Search table. ® csv £ Options ~
Add a new Server Login
/bin/bash
Server [binfcsh
/binjtcsh
Home Directory [bin/ksh
/bin/sh

Login Shell v [bin/zsh

e,

Username siddiq90
GID 92503
Group Name siddiq90




Navigating Iris - Adding User to Account

Username
2 Siddiqui, Shahzeb  siddiq90

& Cook, Justin jscook

& Palmer, Erik epalmer

Projects ~ Reports ~ Tools ~
CPU GPU Jobs Storage Roles Groups Details

User Email Organization Account State

shahzebsiddiqui@lbl.... % Lawrence Berkeley... active
jscook@ibl.gov W | awrence Berkeley... active

epalmer@ibl.gov W | awrence Berkeley... active

Add a user to Project &8 m3503

Use this form to add an active NERSC user to this project. To add a new or deactivated
user, please invite them instead.

Selecta Enter the user's name, username or email

user
Please select a valid user.

Role user v

YYou can either grant this user a number of node hours they cannot exceed, or a
percentage of the project's compute allocation. The latter takes precedence in case
they're both specified.

CPU allocation
Allocated Hours 0
% of Project's Hours 100
GPU allocation
Allocated Hours 0
% of Project's Hours 100

Please specify what is the max percent of the project's HPSS allocation that can come
from this user.

% of HPSS Storage 100

History

Role

pi

pi_proxy

pi_proxy

Accounts

. T EEm
M <:c2 oos | oo oo

15

Grouper

v

v

v

Created Updated

2022-01-19 09:29 2022-01-19 095

-07-22 08:00 2022-08-29 11:26

2022-07-22 07:59 2022-08-29 11:26

&} BERKELEY LAB
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4 siddiq90 ~

i From Last Year
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NERSC Help Portal: https

&

(¢} & nersc.servicenowservices.com/sp/

© Perimutter Job Submissions

//help.nersc.gov

Projectallocation on Perlmutter CPU-only node jobs use ( #SBATCH -A mXXXX; for the Perlmutter GPU node jobs you must use the _g accounts ( #SBATCH -A mXXXX_g).

NERSC Help Portal
T

® Classic View INERSC Homepage |

&

Documentation

Techn

mentation for users, including examples

O Service Announcements

No upcoming maintenances in the next two weeks

Q usetulinks

& Password Reset

© Book Consulting appointment
© NERSC Status Page
#  NERSC Users Slack
O Ercap

® RIS

&

Open Ticket

Contact NERSC su

rt to report a problem

£ My Recent Incidents

Sijie account do not deactivate

® My Watchlist Open Incidents

BerkeleyGW epsilon run not normal

disk quota

Quantum chemistry programs on Perlmutter
i

17

ng User Info « Greenman, Loren (loreng

Open Request

Quota increases, reservations,

& My Projects' Open Incidents

Compute Reservation Request

Unable to login to NERSC systems

aiting

Compute Reservation Request
PRI e - Blaschke, Johanne

.

DGEMM performance issues with Perlmutter Nodes
(nid003069 and nid003177)

ago + Awaiting Vend

HPSS Allocations

BERKELEY LAB

Bringing Science Solutions to the World
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https://help.nersc.gov/

Request Forms

© 0@ [T Cataog - Browse - NERSC Se.

x

P

€ > C an

© Perimutter Job Submissions

Project allocation on Perlmutter CPU-only node jobs use (HSBATCH -A mXXXX); for the Perlmutter GPU node jobs you must use the _g accounts ( #SBATCH -A mX0X_g).

Qa @& & » 0 @ (Update

J - Y —

Home 3 RequestForms

CNAMES
Request nersc.gov CNAME

Collaboration Account
Requesta collaboration account

Compute Reservations

Reserve time on compute nodesin advance
Cori GPU Node Access

Request access o Corl GPU nodes
Databases

Requesta NERSC hosted sience database
1P Addresses

Requesta NERSC 1P address

Large Memory Nodes Access
Requestacces o Large Memory Nodes

NERSC VAST Filesystem Account
Requesta NERSCVAST lesystem account

Realtime Queue Access
Requestraltime queue access

Report a ServiceNow Issue
Reportanissue on the ServiceNow platform

Storage Quota
Requestan ncreasein storage space or inodes.

perfacil SSH Proxy Request

Training Accounts
Request NERSC Trining Accounts

VASP License Confirmation Request
Requestto gain access tothe VASP binaries provided by NERSC

Workflow Node Access
Request ccess to workflow nodes

[ a

[t service Catalog - NERSC Serv X+ ~

@ nerse :_cat_item&sys_i L lelab70c2f a6 u

@ (_Update

© Perimutter Job Submissions

Project allocation on Perlmutter CPU-only node obs use  #SBATCH -A m)OX); fo the Perlmutter GPU node jobs you must use the _g accounts { ¥SBATCH -A mo0oCg).

[Ngrsc) [

Home > StoageQuota Search Catlog, a

* ndicates equired

Storage Quota

Requestan ncreasen storag space orinodes

“whichflesystem?

Newtotal storageallocation o space quota T8)

[

Newinode (number offies and direcores) quota (milions)

Impacton yourwork

\1.;“

*1s your project contining duing et AY?

Nare [-

* Quota change expiration date.
( |=

*Reasonfor this request

Requied nformation

U.S. DEPARTMENT OF Offlce of
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How to file a Good Ticket

How to File a Good Ticket

e N E RS C re Ce ive th O u Sa n d S Of NERSC Consultants handle thousands of support requests per year. In order to ensure efficient
u S e r S u p po r‘t ti Ckets eve ry yea r t"':‘i);rtrs:::::g:fslssues include as much of the following as possible when making a request
and we strive to resolve tickets =«

« location of relevant files

in timely manner_ « input/output

» job scripts

* |In order for us to troubleshoot

« executables

your user request, we need as - oot o

« any steps you have tried

n | | L] | ]
much information in ticketto - e
Please copy and paste any text directly into the ticket and only include screenshots as

b est u n d e rsta n d th e p rO b I e m attachements when the graphical output is the subject of the support request.
and find a solution.

https://docs.nersc.gov/getting-started/#how-to-file-a-good-ticket

m 19 BERKELEY LAB
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https://my.nersc.gov

If you only remember one URL, https://my.nersc.gov will get
you everywhere NERSC

<« C & my.nersc.gov o d % N O @ (Update }

Mym =- =+ a-

@ Dashboard Dashboard
£ Jobs
My Personal Disk Usage ¥ System Status
= File Browser £ My Active Jobs Compute Systems:
% se
Cori up

= My Completed Jobs
i Data Dashboard

o Perimutter
# PIToolbox

2 Jupyter Hub Global Filesystems:

5 NERSG Homepage

Community File System (CFS)

DNA up
Data Transfer Nodes up
Global Common up
Global Homes up

Mass Storage Systems:
HPSS Archive (User) up
HPSS Regent (Backup) up

Service Status:
All Services Available

BERKELEY LAB

Bringing Science Solutions to the World
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https://my.nersc.gov
http://my.nersc.gov

https://my.nersc.qov

my disk quota

<« C @& mynersc.gov

] nérsc

Update

@ Dashboard Dashboard

Jobs <

# My Personal Disk Usage ¥ System Status

@ Center Status =
® File Browser Inodles: Compute Systems:
# Service Tickets HOME CSCRATCH Cort -
Used 27 GB of 40 GB Used 121 GB of 20,971 GB i R
L Data Dashboard
Perimutter

# Pl Toolbox

- Jupyter Hub & My Active Jobs Qlobal Fliesystems: P e rl mu tte r Statu S

NERSC Homepage

No Active Jobs Community File System (CFS)
£ Documentation Portal
DNA up
Accounts Portal = My Completed Jobs
Data Transfer Nodes up
Job ID Host Completion Time Wall Hours CPU Hours Qlobal Caifition up
62890437 Gorl 09/19/22 13:58 0.000 0.00 — %
62890424 Gori 09/19/22 13:58 0.001 0.00
62890423 Gori 09/19/22 13:58 0.001 0.00 Mass Storage Systems: I
62890422 Cori 09/19/22 13:58 0.001 0.00 m O b S
HPSS Archive (User) up
62889438 Gorl 09/19/22 13:36 0.000 0.00
HPSS Regent (Backuj 1]
62889430 Gori 09/19/22 13:36 0.001 0.00 et o il
62889429 Gori 09/19/22 13:36 0.001 0.00
Service Status:
62889427 Cori 09/19/22 13:36 0.001 0.00 Al Sarvdoes Avaablo
62889426 Gorl 09/19/22 13:36 0.001 0.00

Planned Outages:

U.S. DEPARTMENT OF Office of

22 ) ENERGY  scionce
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https://my.nersc.gov

https://my.nersc.gov

MyNERSC x  +

Most things require.. . —

. I
login (also MFA —

@ Dashboard

My Personal Disk Usage # System Status
jobs <
Please Login
= File Browser Ciick to 9o back, hold to see history
Cori Down

&2 My Active Jobs
# Service Tickets

i Data Dashboard Please Login

# PIToolbox Global Filesystems:
= My Completed Jobs

Perimutter

S Jupyter Hub

Community File System (CFS) up
NERSG Homepage Please Login
DNA up
1 Documentation Portal
Data Transfer Nodes up
Accounts Portal
- Global Common up
e °a ners gon o % noe =

Global Homes [
R nersc] d

Please Sign In

Fogot your password? Cick hers

U.S. DEPARTMENT OF Ofﬂce of

EN ERGY Science
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https://my.nersc.gov

https://my.nersc.qov

[T mynersc X
<« c @ © & https://my.nersc.gov/backlog.php e mweme =
My R =- =- a-

@ Dashboard
&8 Jobs

I Jobscript Generator

Completed Jobs

Cori Queues

|~ Queue Backlog
Ll Job Completion Stats
I8 Center Status
& File Browser
4 Service Tickets
Ll Data Dashboard
3 NX Desktop
& Jupyter Hub
NERSC Homepage
Documentation Portal

Accounts Portal

Backlog History

Queue Backlog Over Time

Machine:
Cori (KNL) j
Queue:
Al :J
Queue Backlog Over Time
Zoom 1m 3m 6m YD 1y Al From May2,2020 | To  Jun2,2020
73
®
8
=
88
S
2
2.5
)
4. May 11. May 18. May 25. May 1.Jun

Date

24

<« c @ | @ | @ nttps://my.nersc.goviqueuewaittimes.php R Do =
@ Dashboard Queue Wait Times
& Jobs <
Heatmap of Queue Wait Times and Number of Jobs
IE Center Status &3
Machine: Qos:
& Announcements
Cori (all) _l Regular J
<& Filesystems Monitor
Username: Account:
& Now Computing
Outage Calendar
e Datetime Range:
& Outage Log to Jun 2, 2020 (22:19)
a4 Job Size Chart
bt Wait Time Range: 0 - 128
8 Queue Wait Times
& File Browser Average Queue Wait Time =
128+

% Service Tickets
Ll Data Dashboard
- NX Desktop

3 Jupyter Hub

NERSC Homepage

Number of Nodes Requested

Documentation Portal

Accounts Portal

9%

e DS D

Hours Requested

BERKELEY LAB
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https://my.nersc.gov

Jobscript Generator

® [T mynersc x  + N
<« C @ my.nersc.gov/script_generator.php th % M O @ (Update
R nénsc |

& Signin Jobscript Generator

@ Dashboard

Job Information
5 Jobs Y
This tool generates a batch script template which also realizes specific process and thread binding configurations.
I Jobscript Generator

& Completed Jobs Machine Your script will be displayed here.
Select the machine on which you want to submit your job.

= Corl Queues

Cori - Haswell v

1«2 Queue Backiog

Application Name
181 Center Status <

Specify your application including the full path.

8 File Browser

myapp.x
& Service Tickets JobName
Ll Data Dashboard Specify a name for your job.

# Pl Toolbox

2 Jupyter Hub Email Address

Specify your emall address to get notified when the job enters a certain state.
NERSG Homepage

Documentation Portal
Quality of Service

Accounts Portal
Select the QoS you request for your job.

regular v

Wallclock Time

Specify the duration of the job. The max walltime for the regular QOS is 48 hours

0 30 0
hours minutes seconds
Number of Nodes

U.S. DEPARTMENT OF Offlce Of

EN ERGY Science
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Connecting
Systems

toNERSC



Connecting with SSH

"The traditional method"

+ For those comfortable working in a terminal, ssh from your local terminal
is the most flexible and powerful working environment

You will need a terminal program!

* Mac: terminal (built-in) or "iTerm2" (https://www.iterm2.com/)

°  Windows: PuTTY (https://www.putty.org/), MobaXterm
(https://mobaxterm.mobatek.net/) or XWin32 or Git BASH

 Linux: Your own favorite :)

«  Chromebook: crosh (developer mode) or Crostini (Linux-in-a-container)

or SSH App

Office of

;»&‘;“L"“‘Sx% U.S. DEPARTMENT OF
EN ERGY Science
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https://www.iterm2.com/
https://www.putty.org/
https://mobaxterm.mobatek.net/

Connecting to NERSC systems

Connect to NERSC Computational Systems

Please make sure you have configured Multi-Factor Authentication (MFA) prior to login.

To access Perlmutter via ssh you can do the following:
ssh <user>@perlmutter-p1.nersc.gov

or
ssh <user>@saul-p1.nersc.gov

Similarly, you can access Cori with
ssh <user>@cori.nersc.gov

e

2% U.S. DEPARTMENT OF Offlce Of

& ENERGY Science
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Connecting with SSH

000 ssh -1 siddiq90 -Y perimutter-p1.nersc.gov

0 78% # | © 9/21,11:41 AM
siddiq90 (ssh)

~/ -1 siddiq9@ -Y perlmutter-pl.nersc.gov
The authenticity of host 'perlmutter-pl.nersc.gov (128.55.126.9)' can't be established.

RSA key fingerprint is SHA256:Db9s2Fa4]3qx7An50IMgUqUAdK7UWIGTPGoIKD44+Gs.
Are you sure you want to continue connecting (yes/no/[fingerprint])? |

This means your laptop
doesn't recognize the
computer. The first time you
log in, this is expected. But if
your laptop should recognize
Perlmutter, it's a red flag

C @ docs.nersc.gov/connect/#key-fingerprints Q f %«
= GitLab/NERSC/docs
NeRsc Connecting to NERSC Q Search 116 ¥ 54
NERSC Documentation Key ﬂngerprints Table of contents
Home Login Nodes

NERSC may occasionally update the host keys on the major systems. Check here to confirm the

Getting Started Connect to NERSC

Tutorials current fingerprints. Computational Systems
Accounts > Perlmutter X11 Forwarding

SSH
Iris > y
Systems > 4096 SHA256 :Db9s2FadJ3qx7AnS0IMgUQUAAK7UNJGTPGOIKD44+Gs perlmutter-p1.nersc.gov (RS Connecting with SSH
Storage Systems > Password-less logins and

transfers

Connecting v Cori

SSH certificate authority

Multi-Factor Authentication
Key fingerprints

Federated Identity 4096 SHA256 :35yiNfemgwzHCHFrPGWrJBCCQERQLtOVSrR36s1DaPc cori.nersc.gov (RSA)

256 SHA256 :YOycBUgqcXq52i0450G8JKNo9sek07n8C1Xo0MpQZte cori.nersc.gov (ECDSA) Perlmutter
| NoMlachlne/NX.XW'ﬂdOWS 256 SHA256 : /bLLKaBJDMbELrot71vV1f+CQC3tFC+eICKCCObtS+o cori.nersc.gov (ED25519) Cori AB Ry, U-S. DEPARTMENT OF Office of
N Accelerator —_— N | N I3
b 3 S— Bringing Science Solutions to the World EN ERG ' Science




~/ -1 siddiq9@ -Y perlmutter-pl.nersc.gov

[ ] [ ]
Warning: Permanently added the RSA host key for IP address '128.55.126.12' to the list of known hosts.
R
NOTICE TO USERS

Lawrence Berkeley National Laboratory operates this computer system under
contract to the U.S. Department of Energy. This computer system is the
property of the United States Government and is for authorized use only.
Users (authorized or unauthorized) have no explicit or implicit
expectation of privacy.

1 1
When Ou SSh In Ou |I See a [Any or all uses of this system and all files on this system may be
L) intercepted, monitored, recorded, copied, audited, inspected, and disclosed
to authorized site, Department of Energy, and law enforcement personnel,
as well as authorized officials of other agencies, both domestic and foreign.

.
rom t |Ike " By using this system, the user consents to such interception, monitoring,
= recording, copying, auditing, inspection, and disclosure at the discretion
of authorized site or Department of Energy personnel.
PaSSWO rd + OTP - Unauthorized or improper use of this system may result in administrative
N disciplinary action and civil and criminal penalties. By continuing to use
this system you indicate your awareness of and consent to these terms and
conditions of use. LOG OFF IMMEDIATELY if you do not agree to the conditions
stated in this warning.

3 4 o o o o oK K K K K R oK oK K K K K K oK K K K oK K K K K K K oK K K K oK K K K K K K K K K KK oK

Enter your (iris) password, then S
the 6 digits from Authenticator, with no spaces etc between
eg Pa$$w0Ord!123456

Nothing will appear at prompt as you type! (this is normal)
If you only get "Password: (no "+ OTP"), your account may not be
ready yet

U.S. DEPARTMENT OF Ofﬂce Of
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SSH Options

h -1 siddiq9¢ -Y perlmutter-pl.nersc.gov
The authenticity of host 'perlmutter-pl.nersc.gov (128.55.126.6)' can't be established.
RSA key fingerprint is SHA256:Db9s2Fa4]3qx7An50IMgUqUAdK7UWIGTPGoIKD44+Gs.
Are you sure you want to continue connecting (yes/no/[fingerprint])? |

Wait, what was
that "-Y" ?

"ssh -Y"(or"ssh -Xx")
allow X (ie, GUI) programs to display on your local monitor.
* You need an X-server (https://www.xquartz.org/ for Mac or

http://x.cygwin.com/ for Windows)
- Can be very slow - alternatives coming up!

Office of

f“""‘ﬂ% U.S. DEPARTMENT OF
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m 31 BERKELEY LAB


https://www.xquartz.org/
http://x.cygwin.com/

sshproxy
 Tired of repeatedly typing password + OTP?

sshproxy.sh creates EEMc- -

& cC @ © & ht nersc p nix-lic B (no% | e @ G Ty yin @ e & *@ =

o

a short-term (24 hours) S e

43 matching documents

Ce rt i fi Cate [& Multi-Factor Authentication (MFA)

(Q) I have enabled MFA. My logins fail repeatedly. What should | do?
O R u n s s h r o x s h If this is with a particular host (Cori, etc.) only, then login to your Iris
° account at https://iris.nersc.gov. That will clear login failures that

may have accumulated for the host. Then, try to login to the host...

once, then you can ssh ey coembios ot
! sshporxy.sh has several command-line options to override its default

behavior. You can run sshproxy.sh -h to get a help message.

t N E RS C t f $./sshproxy.sh -h Usage: sshproxy.sh [-u <user>] [-o <filename>] ['s...
O S yS e l I I S O r Login Attempts with an Expired Key

If you try to login with an expired key, the server will not tell you that

the key has expired. It will just prompt you to login with MFA, as if you
e n eX 0 u rS did not have an ssh key: $ ssh cori.nersc.gov...

sshproxy
.
NERSC has developed a service, called sshproxy, that allows you to
erore peing askea ior e MEA o getan g Ky tht vl for a It e (24 hours
default). sshoroxy provides a tvpe of sinale-sian-on capability for ss.

« Search "MFA SSH" at https://docs.nersc.gov

U.S. DEPARTMENT OF Office of
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Jupyter

You can access NERSC systems from any web browser, via
https://jupyter.nersc.gov

DR © & e

o DO imme s o =

Z Jupyterhub

“)v e ©a e oK) e D 5 LMm@DO s *te =

Z File Edit View Run Kemel Tabs Settings Help

+ B - ] c [ Terminal 2 x
Directory: /global/ul/s/sleak
FAVORITES Wed Jun 3 16:24:54 PDT 2020
16:24 sleak@coril9:sleaks$

Username: # $HOME
sleak. B8 $SCRATCH
Password:

FILE BROWSER

L /- /s/sleak/ *
579715 Name -
s | | pung | | g || e || o o bin
Exl ™ config

8 Documentation
B dots

€ 5 C & hopernersegoym)

= jupyterhub rome  Token

8 environment

s may impact upyer. S0 te NERSC MOTD forfter formaton

ety =g
" M intel

Smacrusse Sanacrutoss s WemeyNed  ConguatkGu  Comuraie 06X B8 Monitoring
e = M NESAP
. = = = 2 Mo @ Terminal 2
i = |
Sl - @ o = S -
o = [ -] =l =
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Running GUI Apps

Wait, what was
that "-Y" ?

"ssh -Y"(or"ssh -X")

G U I a p pS eg M atl a b y D DT allow X (ie, GUI) programs on Cori to display on your local

monitor.

1 1 * You need an X-server (https://www.xquartz.org/ for Mac or
(debugg I ng)1 NSIg ht (perfo rmance) http://x.cygwin.com/ for Windows)
* Can be very slow - alternatives coming up!

can be painfully slow over a network __ B

us.oepavruentor | Office of
@ ENERGY 2os

Why is this, and how can we fix it?

Office of

5:;‘yt\wfx‘$ U.S. DEPARTMENT OF
Y ENERGY science
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NoMachine




NoMachine: Accelerated X

X protocol makes a lot of traffic bottleneck!
«  OK over the (fast) network it N
internal to NERSC ociom)
. ~.¢~ =
*  Not OK over the (slow) >
: - > o
internet "2t
-
NoMachine runs inside e P
S T <
NERSC, and sends less L % B
data over the (slow) internet =
X Server GUI()I(\;():;:il!it:‘é:)tion

Office of
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NoMachine: Accelerated X

NoMachine also removes the

weakest link, so broken
connections don't kill your
application

W

fragile!

Internet  NERSC internal

(slow)

network (fast)

GUI Application
(X Client)

El\l\‘x

¢
ti0-00-¢
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How to Set It Up

 https://docs.nersc.gov/connect/nx/ has detailed

instructions

o Download the client
(https://www.nomachine.com/download-enterprise#NoMachine-Enterprise-Client)

(Make sure to get the client, NOt  mm. o ——

the server or workstation) ——
o Setup a connection (can optionally

use the key you generated

with sshproxy.sh)

DDDDDDDDDDDD Ofﬂce of

: EN ERGY Science
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Navigating www.nersc.gov (NERSC

NERSC iy

[ ssour soewce  svstews  ForuseRs  news  Reo LY LvEsTaTus
UG 2022

National Energy Researc] = =w=ciws

Pa="|ta m=

Getting Started

Accounts & Allocations.

Getting Help
Live Status
Documentation

NERSC Code of
Conduct

Policies
My NERSC
Training & Tutorials
Training Events

Training Events Archive
(2018-2021)

Data Day

GPUs for Science
Training Materials
Online Tutorials
Gourses

NERSC Training
Accounts Request Form
Spin Training

NERSC Users Group

HOME ~ ABOUT ~ SCIENCE SVSTEMSWNEWS RED

Charles ly (CharlesLively) | Logout
My NERSC | A-Z Index | < Share |'§ Follow

Powering Scientific Discovery Since 1974

318 LIVESTATUS  STAFF ONLY

NERSC Events Calendar

NERSC HPC Achievement
Seminar Series

CS Seminars Calendar
l Monthly NUG Webinars
Scheduled System Outages

NERSC Training
See also the NERSC Events Calend iiSepesemer e

Home » For Users » Training & Tutorials »

NERSC Data Seminars
Filter by Year

NERSC/NVIDIA Al for Scientific Computing Bootcamp »

October 18, 2023

NERSC, in collaboration with the OpenACC organization and NVIDIA, is hosting a virtual, three-day
Al for Scientific Computing Bootcamp October 18 - 20, 2023. Apply by October 4, 2023.

Read More »

SpinUp Workshop: October 2023 »

October 18, 2023

Spin is a container-based platform at NERSC designed for you to deploy your own science
gateways, workflow managers, databases, API endpoints, and other network services to support
your scientific projects. Services in Spin are built with Docker containers and can easily access
NERSC systems and storage.Users must apply for and complete the SpinUp instructional
workshop before using Spin. Completion of the SpinUp workshop is required for access!October
2023 Location: All... Read More »

GPU Profiling (Performance Profile: Omniperf): Part 5 of HIP Training Series »

October 16, 2023
AMD presents a multi-part HIP training series intended to help new and existing GPU programmers
understand the main concepts of the HIP programming model. Read More »

OLCF Al Training Series: Al for Science at Scale - Part 2 »

Antahar 10 2009
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raining

HOME  ABOUT  SCIENCE svsnzmsW NEWS R&D EVENTS LIVESTATUS STAFF ONLY

FOR USERS Home » For Users » Training & Tutorials » Training Events » New User Training: Sept 7-8, 2023
Getting Started
s NEW USER TRAINING: SEPTEMBER 7-8,
Getting Help
Live Status 20 23
Documentation
NERSC Code of
Conduct SEPTEMBER 7, 2023
Policies
NERSC is hosting a virtual training event for new users on two
i i TABLE OF CONTENTS
. half-days on Thursday and Friday, September 7-8, 2023.
Training & Tutorials o
Training Events o ; :95'5‘:"0:
Taing Everts Archive The goal is to introduce new users to NERSC . Day 1 Agenda
(2018-2021) 3. Day 2 Agenda
Dak=iDay) « Computational systems, jgfiomots Connsction ato
GPUs for Science 5. Presentation Materials

 Accounts and allocations, (Provided After Training)

Training Materials
Online Tutorials * Programming environment,
Courses s

NERSC Training
Accounts Request Form

Running jobs, tools, and best practices, and
« The NERSC data ecosystem.

Spin Training

NERSC Users Group The training will be focused on Perimutter and using NERSC resources effectively.

Registration

form to register and please see the Tentative Agenda for this two half-day virtual
event below.

Topic: NERSC New User Training
Join Zoom Meeting
https://lbnl.zoom

132362pwd=0G5TNU1q y pPMSGI3TMIBQTO9
Meeting ID: 992 2341 3236

Passcode: 187889

Day 1 Agenda

U.S. DEPARTMENT OF Office of

EN ERGY Science
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Navigating www.nersc.gov (NERSC Events

— =

HOME ABOUT SCIENCE

EVENTS

“ NERSC Events
Calendar

NERSC HPC
Achievement Seminar
Series

CS Seminars Calendar
Monthly NUG Webinars

Scheduled System
Outages

NERSC Training

Deep Learning for
Science

NERSC Data Seminars

Powering Scientific Discovery Since 1974

Charles Lively (CharlesLively) | Logout
My NERSC | A-Z Index | =< Share | S Follow

search

SYSTEMS FORUSERS NEWS R&D WA/ JAW LIVESTATUS STAFF ONLY

Home » Events » NERSC Events Calendar

NERSC EVENTS CALENDAR

NERSC Training & Events Calendar
Today [EMM B September 2023 ~
Sun Mon Tue

10am Training: Po

3 a 5
1pm FUN Office H

10 1 12
9am Perlmutter G

17 18 19
9am Perimutter G
10am Training: AM

24

Events shown in time zone: Pacific Time - Los Angeles

25 26
PR DL NERSC User Group (NUG) Annual Meeting

Print
‘Wed Thu Fri Sat
Sep 1 >
9am SpinUp: Hacl 1pm SpinUp: Hacl 10am Spin Office |
6 7 8 °
9am New User Trz 9am New User Trz
10am Spin Office |
13 14 15 16
10am Spin Office |
20 21 22 23
11am NUG Monthl 10am Spin Office |
11am NUG Monthl!
27 28 29 30

10am Spin Office |

Google Calendar

NERSC Training & Events
Today [EMM B Thursday, September 7 ~

Thursday, September 7
9:00am
Friday, September 8
9:00am New User Training, Day 2
10:00am  Spin Office Hours
Mondav. Saentembar 11

New User Training, Day 1

41
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Navigating www.nhersc.gov (MO

Powering Scientific Discovery Since 1974

HOME ~ ABOUT  SCIENCE SYSTEMS FORUSERS NEWS R&D EVENTS NI E371113

Home » Live Status » MOTD o Comting

LIVE STATUS

Queue Look

e MOTD -
Queue Look Scheduled Outages

- MOTD Login Node Status

Scheduled Outages Compute Systems: My NERSC
Login Node Status

My NERSC System Status Jobs ore
Now Computing Highlights Running Queued in
Use
Cori. Down
Perimutter:

Global Filesystems:

System Status
Community File System (CFS): Up
DNA: up
Data Transfer Nodes: Up
Global Common: Up
Global Homes: Up

Mass Storage Systems:

System Status
HPSS Archive (User): Up
HPSS Regent (Backup):

Now Computing Highlight;

Login
My NERSC | A-Z index | << Share | 'Sl Follow

s
o Description/Notes

09/21/22 7:00-20:00 PDT Scheduled

Maintenance
09/15/22 21:32 PDT - NA. Update by Sep 21
12:00 PDT. System Degraded

Users may see /O diminished performance
and errors accessing files on the scratch file
system.

Description/Notes

Description/Notes

09/21/22 9:00-13:00 PDT Scheduled
Maintenance

System will remain available during planned
maintenance.

&} BERKELEY LAB

Bringing Science Solutions to the World

U.S. DEPARTMENT OF Office of

" EN ERGY Science


http://www.nersc.gov

Navigating www.nersc.gov (Scheduled System Outages

HOME ABOUT  SCIENCE

EVENTS

NERSC Events
Calendar

NERSC HPC
Achievement Seminar
Series

CS Seminars Calendar
Monthly NUG Webinars

* Scheduled System
Outages

NERSC Training

Deep Learning for
Science

NERSC Data Seminars

2

BERKELEY LAB

SYSTEMS FORUSERS NEWS R&D Rald]

Charles Lively (CharlesLively) | Logout
My NERSC | A-Z Index | < Share | 'S Follow

search..

Powering Scientific Discovery Since 1974

LIVE STATUS ~ STAFF ONLY

Home » Events » Scheduled System Outages

NERSC SCHEDULED SYSTEM OUTAGES

NERSC Outages
Today [ B Thursday, September 7 ~

Wednesday, September 13
6:00am

GPrint Week Month Agenda '~

Perimutter Scheduled Maintenance

9:00am HPSS Regent (Backup) Scheduled Maintenance
9:30am  Globus Scheduled Maintenance

Tuesday, September 19

9:30am  Globus Scheduled Maintenance

Wednesday, September 20

6:00am Perimutter Scheduled Maintenance

Showing events until 11/15. Look for more

Events shown in time zone: Pacific Time - Los Angeles E3GoogleCalendar

Last edited: 2018-05-02 15:38:06
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Contact us
Privacy & Security

Computing Sciences Area

U.S. DEPARTMENT OF Office of

/ EN ERGY Science

-TJ m DhiWNLLL T LMY
Bringing Science Solutions to the World



http://www.nersc.gov

Navigating www.nersc.gov (NERSC User Slack

My NERSC | A-Z index | < Share | 'Sl Follow

search.,
Powering Scientific Discovery Since 1974

HOME  ABOUT  SCIENCE SYSTEMS LNzl NEWS R&D EVENTS  LIVESTATUS

FOR USERS

Getting Help

Live Status

Getting Started
Accounts & Allocations
Documentation
Policies

My NERSC

Job Logs & Statistics
Training & Tutorials
NERSC Users Group
Monthly NUG Webinars
Annual Meetings

SIG Experimental Facility Users
NUGEX

NUGEX Norminations
Charter

NERSG Users SLACK

Task Forces/Working Groups.

Home » For Users » NERSC Users Group

NERSC USERS GROUP (NUG)

The NERSC Users Group, NUG, welcomes participation from all NERSC users. NUG provides
advice and feedback to NERSC on the current state and future elivery of NERSC resources
and services. NUG promotes the the high puting faciliies at
NERSC by sharing information about experiences in using the facility, suggesting new research
and technology directions in scientific computing, and voicing user concerns.

NUG members converse with NERSC and DOE through monthly teleconferences, NUG email
lists, and yeary face-to-face meetings.

NERSC holds annual face-to-face meetings.

Monthly NUG Webinars »

This page lists the NERSC User Group (NUG) monthly user telecons and webinars.
Read More »

NUG Annual Meetings »

NUG holds annual meetings. The annual meetings usually consist of one *business day"
and one to three days of High Performance Computing training. Read More »

SIG Experimental Facility Users »

NUG i sponsoring a Special Interest Group (SIG) within the NERSC Users Group for
Experimental Facillty Users. Read More »

NUG Executive Committee (NUGEX) »

NUGEX s the voice of the user community to NERSC and DOE. While all NUG events are
open to all NERSC users, NUGEX members regularly participate in the monthly
teleconferences and the annual face-to-face meeting. NUGEX is consutted on many
NERSC policy issues, e.0., batch configurations, disk quotas, services and training
offerings. Members of NUGEX also participate in thei office’s NERSC Requirements
Reviews of High Performance Computing and Storage. There are three representatives
from each office and three members-at-large. Read More »

NUGEX Positions - Now accepting nominations »

We seeking d tions for NUGEX - if you would like to
participate, or to nominate a potential NUGEX member, please fillin and submit the form at
https://forms. le/KL3AHISPDEWKL717 The Executive Committee (NUGEX) of the NERSC
User's Group (NUG) is a group of NERSC users who oversee NUG activities for the benefit
of NERSC's user community of over 8,000 researchers across all scientific domains of the
DOE Office of Science. NUGEX will meet regularly (up to 1... Read More »
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HOME  ABOUT ~ SCIENCE svsrmsWuiws RGD EVENTS LIVESTATUS STAFFONLY

FOR USERS

Getting Started
Accounts & Allocations
Getting Help
Live Status
Documentation
NERSC Code of
Conduct
Policies
My NERSC
Training & Tutorials
NERSC Users Group
Monthly NUG Webinars
August 24, 2023 - Best
Practices for Reading
and Writing Data on
Perimutter
July 20, 2023 - How to
Submit a Good Ticket
at NERSC
June 15, 2023 -
Jupyter at NERSC
May 25, 2023 -
SLURM Tips and
Tricks at NERSC
April 25, 2023 - Julia at
NERSC
March 16, 2023 -
Science Highlights
Feb 16, 2023 - Cori
Retirement
Jan 19, 2023 - User
Community
Engagement
Dec 15, 2022 -
Allocation Year
Transition
Nov 17, 2022 -
Migrating from Cori to

&} BERKELEY LAB
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Home » For Users » NERSC Users Group » Monthly NUG Webinars

MONTHLY NUG WEBINARS

NUG holds monthly teleconferences with NERSC, usually on the second Thursday of the month,
from 11 a.m. to 12 p.m. Pacific Time. All NERSC users, of i or isticati
are welcome and encouraged to attend. Connection details are sent monthly via email to all
NERSC users.

NUG teleconferences are also listed on the Events Calendar.

NUG Meeting August 24, 2023 »

August 24, 2023

Date: Thursday, August 24, 2023 Time: 11:00 PST The Monthly NUG Meeting is a regular
opportunity for our users to show off what they've done, for NERSC to get feedback from
users, and for users to exchange ideas.Zoom: https://Ibnl.zoom.us/j/285479463 (full
connection details below). We'll also use the NERSC Users Slack #webinars channel for
discussion before, during and after the meeting. Add meeting series to calendarAgenda
Announcements and Calls for... Read More »

NUG Meeting July 20, 2023 »

July 20, 2023

Date: Thursday, July 20, 2023 Time: 11:00 PST The Monthly NUG Meeting is a regular
opportunity for our users to show off what they've done, for NERSC to get feedback from
users, and for users to exchange ideas.Zoom: https:/Ibnl.zoom.us//285479463 (full
connection details below). We'll also use the NERSC Users Slack #webinars channel for
discussion before, during and after the meeting. Add meeting series to calendarAgenda
Announcements and Calls for Participation: Upcoming... Read More »

NUG Meeting June 15, 2023 »
June 15, 2023

Date: Thursday, June 15, 2023 Time: 11:00 PST The Monthly NUG Meeting is a regular
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NERSC Documentation - Main Page

o0 e

<

]

[ NERSC Documentation x

& docs.nersc.gov

NeRsC NERSC Documentation

GitLab/NERSC/docs
w16 %54

NERSC Documentation
Home

Getting Started
Tutorials
|Accounts

Iris

Systems

Storage Systems
Connecting
Environment
Policies
Development
Developer Tools
Running Jobs
Applications
Analytics
Machine Learning
Performance
Services

Science Partners
Acronyms
Contributed Tips and Tricks

Current Known Issues

NERSC Technical Documentation s [Rleclooniens

Top documentation pages
Computing Resources
National Energy_Research Scientific Computing (NERSC) provides High Performance Computing Other NERSC web pages
(HPC) and Storage facilities and support for research sponsored by, and of interest to, the U.S.
Department of Energy (DOE) Office of Science (SC).

Top documentation pages

Getting Started - Information for new and existing users

Getting Help - How to get support

Job Queue Policy - Charge factors, run limits, submit limits

Example Jobs - Curated example job scripts

Jobs overview - Slurm commands, job script basics, submitting, updating jobs

Jupyter - Interactive Jupyter Notebooks at NERSC

Globus - High-performance data transfers

File permissions - Unix file permissions

Multi-Factor Authentication (MFA)

Computing Resources

« Perlmutter - A Cray EX system with AMD EPYC CPUs and NVIDIA A100 GPUs

o Cori- A Crav XC40 svstem with Intel Haswell and Intel KNI CPlIs

B2l BeRKELEY LAB
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NERSC Documentation
Home

Getting Started
Tutorials

Accounts

Iri

Systems
Perlmutter
Cori
Data Transfer Nodes

Storage.

Connecting
Environment
Policies
Development
Developer Tools
Running Jobs
Applications
Analytics
Machine Learning
Performance
Services
Science Partners

Acronyms

Contributed Tips and Tricks

Current Known Issues

Q_ Search

NERSC Systems ’

NERSC is one of the largest facilities in the world devoted to providing computational
resources for scientific computing.

Perlmutter

Perlmutter is a HPE (Hewlett Packard Enterprise) Cray EX supercomputer, named in honor of
Saul Perlmutter, an astrophysicist at Berkeley Lab who shared the 2011 Nobel Prize in Physics
for his contributions to research showing that the expansion of the universe is accelerating.

Perlmutter, based on the HPE Cray Shasta platform, is a heterogeneous system comprising
both CPU-only and GPU-accelerated nodes, with a performance of 3-4 times Cori when the
installation completes.

We are in the process of Perimutter Phase 2 integration (adding CPU only nodes and upgrading
our system network to Slingshot 11). The final system will consist of 1536 GPU accelerated
nodes with 1T AMD Milan processor and 4 NVIDIA A100 GPUs, and 3072 CPU-only nodes with 2
AMD Milan processors. The actual number of nodes available will be in flux during the
integration and acceptance of the full system.

Cori (retired)

Cori, a Cray XC40 with a peak performance of about 30 petaflops, was retired on May 31, 2023.
The system was named in honor of American biochemist Gerty Cori, the first American woman
to win a Nobel Prize and the first woman to be awarded the prize in Physiology or Medicine.

Data transfer nodes

The data transfer nodes are NERSC servers dedicated to performing transfers between NERSC
data starane reaniirces ciich as HPSS and the NFRS( Glnhal File Quatem (NGE) and starace

NERSC Documentation - System Overview

GitLab/NERSC/docs
w19 ¥75

Table of contents
Perimutter
Cori (retired)

Data transfer nodes
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NERSC Documentation - Storage Overview

® © ® [ File System overview - NERSC X+

<« C @ docs.nersc.gov/filesystems/ @ b x »|

NeRsC NERSC Documentation

NERSC Documentation F||e System OVGI’VIeW v Table of contents

Home Storage System Usage and

Getting Started Characteristics

i X i Summary
Lulofigls Storage System Usage and Characteristics
Global storage
Accounts >
Iris > Summary Home
Systems > Common
File systems are configured for different purposes. Each machine has access to at least three Community
Storage Systems v
e . different file systems with different levels of performance, data persistence and available Scratch
Unix File Permissions
) capacity, and each file system is designed to be accessed and used either by a user individually Archive (HPSS)
Quotas and Purging _ _ -« B S
or by their project, as reported in the "Access" column. Local storage
Perimutter scratch
. Burst Buffer
Consech File 5 Snapsh Back Purgi A
i e System napshots ackup urging cCess Temporary per-node Shifter
Community
file system
Archive (HPSS) > Home yes yes no user Local temporary file system
Elobal Homs r et Data sharing
Common no no no project
BabatLomtion Sharing Data Inside NERSC
Cori Burst Buffer 3 s
Community yes no no project Sharing Data Within Your
Project Project
Backups Cori scratch no no yes user Sharing Data Outside Your
Connecting > Project
Environment N Perimutter scratch  no no yes user Sharing Data Outside of NERSC
Policies >
HPSS no no no user
Development >
Developer Tools >

U.S. DEPARTMENT OF Offlce Of
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NERSC Documentation - Connecting

NeRsc NERSC Documentation

Q, Search

to NERSC

GitLab/NERSC/docs
w19 ¥75

NERSC Documentation
Home

Getting Started
Tutorials

Accounts

Iris

Systems

Storage Systems

Connecting
Multi-Factor Authentication
Federated Identity

NoMachine / NX, X Windows
Accelerator

Environment
Policies
Development
Developer Tools
Running Jobs
Applications
Analytics
Machine Learning
Performance
Services

Science Partners
Acronyms
Contributed Tips and Tricks

Current Known Issues

Connecting to NERSC ’

Login Nodes

Opening an SSH connection to NERSC systems results in a connection to a login node.
Typically systems will have multiple login nodes which sit behind a load balancer. New
connections will be assigned a random node. If an account has recently connected the load
balancer will attempt to connect to the same login node as the previous connection.

Connect to NERSC Computational Systems

Please make sure you have configured Multi-Factor Authentication (MFA) prior to login.

To access Perlmutter via ssh you can do the following:

ssh <user>@perlmutter.nersc.gov ]
or

ssh <user>@saul.nersc.gov
If you have configured sshproxy then you can run the following:

ssh -i ~/.ssh/nersc <user>@perlmutter.nersc.gov  # or 'ssh -i ~/.ssh/nersc <user>

This assumes your identity file isin ~/.ssh/nersc . The sshproxy route will be convenient if
you have multiple ssh connections without having to authenticate every time.
X11 Forwarding

X11 forwarding allows one to display remote computer to your local machine, this can be done
as follows:
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Running Jobs 4

NERSC uses Slurm for cluster/resource management and job scheduling. Slurm is responsible
for allocating resources to users, providing a framework for starting, executing and monitoring
work on allocated resources and scheduling work for future execution.

Additional Resources

o Documentation: https://slurm.schedmd.com/documentation.html

o Tutorial: https://slurm.schedmd.com/tutorials.html

e Manual: https://slurm.schedmd.com/man_index.html

o FAQ: https://slurm.schedmd.com/faq.html

Jobs

Ajob is an allocation of resources such as compute nodes assigned to a user for an amount of
time. Jobs can be interactive or batch (e.g., a script) scheduled for later execution.

& Tip

NERSC provides an extensive set of example job scripts

Once a job is assigned a set of nodes, the user is able to initiate parallel work in the form of job
steps (sets of tasks) in any configuration within the allocation.

When you login to a NERSC system you land on a login node. Login nodes are for editing,

compiling, or preparing jobs. They are not for running jobs. From the login node you can
interact with Slurm to submit job scripts or start interactive jobs.

NERSC's environment is configured to support a diverse workload including high-throughput
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A wide variety of programming models are used on NERSC systems. The most common is MPI
+ OpenMP, but many others are supported.

Parallel programming models at NERSC

Since the transition from vector to distributed memory (MPP) supercomputer architectures, the
majority of HPC applications deployed on NERSC resources have evolved to use MPI as their
sole means of expressing parallelism. As single processor core compute nodes on MPP
architectures gave way to multicore processors, applying the same abstraction (processes
passing messages) to each available core remained an attractive alternative - no code changes
were required, and vendors made an effort to design optimized fast-paths for on-node

Programming Models
MPI
OpenMP
OpenACC
CUDA
UpC
UPC++
Coarrays
SYCL
Kokkos
HPX
Raja

C++ parallel algorithms
benchmark

cgmmunication.

However, as on-node parallelism rapidly increases and competition for shared resources per
prpcessing element (memory per core, bandwidth per core, etc.) does as well, now is a good
tirhe to assess whether applications can benefit from a different abstraction for expressing on-
nqde parallelism. Examples of desirable functionality potentially available through the latter
n¢lude more efficient utilization of resources (e.g. through threading) or the ability to exploit
urfique architectural features (e.g. vectorization).

Perlmutter, and beyond: Performance and portability

Pgrimutter has a mixture of CPU-only nodes and CPU + GPU nodes. Each CPU + GPU nodes
hgs 4 GPUs per CPU node.

Languages
Libraries
Containers

Developer Tools

NERSC has made an effort to provide guidance on parallel programming approaches. Chief
among these is the combination of MPI for inter-node parallelism and OpenMP for intra-node
parallelism (or potentially MPI per NUMA domain with OpenMP within each).
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