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Abstract 

This paper discusses the year-long activity at 
NAS  to implement a large, loose cluster of  worksta- 
tions from the existing Silicon Graphics, Inc. (SGI) 
pool of  systems. Issues related to establishing a 
loosely coupled cluster of workstations are pre- 
sented. Included are steps needed to resolve system 
management issues intended to provided reason- 
able cycle recovery from these systems without dis- 
rupting the primary system users. Performance 
evaluation tests were run based on the NAS  Paral- 
lel Benchmarks (NPB) and other codes, including 
OVERFLOW-PVM, a full-fledged Computational 
Fluid Dynamics (CFD) application. This paper 
summarizes the activities related to the prototype 
cluster and identifies areas that need improvement, 
development, and research in order to make work- 
station clusters a viable computing environment for 
solving aeroscience problems. 

1: In troduct ion  

The Numerical Aerodynamic Simulation (NAS) 
Systems Division at NASA Ames Research Center 
is one of the most advanced supercomputing envi- 
ronments nationwide. It provides access for a 
national client base of scientists working primarily 
in the field of computational fluid dynamics and 
related disciplines via a NAS-designed high-speed 
national network called AEROnet. 

NAS currently supports two CRAY C90 sys- 
tems, a Thinking Machines Corp. CM-5, an IBM 
SP2, an Intel iPSC/860, an Intel Paragon, three 
Convex 3820s, a Convex 3420, and various file and 

support servers. NAS supports more than 250 SGI 
workstations and about 85 Sun workstations. 

Interest in workstation clusters as viable alter- 
natives to supercomputers is growing. The three 
major drivers of this trend are: 

(1) The rate of increase in workstation CPU 
performance exceeds that  of massively parallel 
processors (MPPs) and traditional supercomput- 
ers. 

(2) Large memory workstations are available 
at reasonable prices. 

(3) Many corporations have a large installed 
base of workstations that  could be used for distrib- 
uted computing. 

Economic realities require companies to 
increase the effective use of their existing worksta- 
tions. Workstations have become ubiquitous and 
are found in almost every computing environment. 
Most workstations are used less than 25 percent of 
the time. One alternative is a loosely clustered 
configuration. 

2: The Dis tr ibuted  C o m p u t i n g  Team 

NAS formed the NAS Distributed Computing 
Team (DCT) in January  1993 to investigate the 
issues in using clusters of workstations to solve 
compute-intensive aeroscience problems. NAS 
decided to investigate loosely coupled systems 
("Tightly clustered" workstations refer to systems 
attached to dedicated, high-speed networks and 
switches, while "loosely coupled" clusters refer to 
workstations connected with non-dedicated net- 
works) because: 

(1) NAS effectively manages large groups of 
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Figure 1: The Sequence of Implementation 

workstations. 
(2) NAS uses automation in its workstation 

environment, therefore avoiding many of the 
tedious activities involved in maintaining a consis- 
tent environment across a large number of 
machines. 

(3) There is a need for work in this area and no 
major project existed to investigate it for aero- 
science computations. 

The prototype environment created is called the 
NAS Distributed Computing Facility (DCF). The 
total effort equalled between two and three full- 
time equivalents among the 15 team members. No 
additional funding was spent on this work. 

The approach taken by the team was to first 
establish a loosely coupled cluster of workstations 
with one or both of the two major NAS workstation 
architectures (SGI 4D and Sun SPARC 4). Then, 
the team identified and resolved major system 
management issues to provide reasonable cycle 
recovery from these systems without disrupting 
their primary interactive visualization function. 
Performance evaluation tests were run based on 
the NAS Parallel Benchmarks (NPB) and other 
codes, including OVERFLOW-PVM, a full-fledged 
Computational Fluid Dynamics (CFD) application 

code. 
Existing technology was used versus developing 

new technology. The overall approach to this work 
is represented in Figure 1. 

Steps included: 
(1) Setting up a message passing environment. 
(2) Adding a reservation system. 
(3) Setting up a batch system integrated with 

the message passing environments. 
(4) Implementing a batch system for serial pro- 

grams. 
(5) Integrating all the environments together. 
The environment was expanded by increasing 

the number and types of systems and increasing 
the number of users (including remote users). A 
fully detailed report on this work is available [1]. 
As part of this activity, NAS sponsored a work- 
shop, Distributed Computing for Aerosciences Applica- 
tions, which has a separate report. [2] 

3: Message Passing 

The Parallel Virtual Machine [3] (PVM) sof~- 
ware was selected as the best existing tool for mes- 
sage-passing and parallel program control. It was 
being used in a number of cluster environments, 
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and PVM 3.0 and later versions run on other plat- 
forms including MPPs. 

It is fairly easy to translate codes developed for 
message-passing MPPs to use PVM calls instead, 
so that  a programmer can take advantage of exist- 
ing parallel methods and algorithms. Creating a 
cluster environment is relatively easy with PVM. 
Still, there are limitations and issues to resolve. 
PVM-based jobs are subject to traffic on general- 
purpose networks and can experience substantial  
delays. 

PVM has to accomodate a generalized environ- 
ment, while comparable MPP-based message- 
passing libraries can assume many safeguards to 
improve efficiency. PVM's message-passing imple- 
mentation incorporates several layers of sot~ware 
overhead in addition to the network software pro- 
tocol layers. On a slow network (such as Ethernet)  
the overhead introduced has  a minor effect, but  
overhead effects may be significant as higher 
speed networks are used. 

Releases of PVM at~er version 3.0 reduce over- 
head as well as increase functionality, although 
absolute performance is still below that  of PVM 
2.4. For instance, release 3.2 allows direct TCP 
connections between tasks,  instead of routing mes- 
sages through a daemon. Overhead remains a con- 
cern since other PVM issues include a lack of 
global operations and no parallel library support. 

The process of building the virtual machine is 
not as robust  as it might be. For example, some- 
times the daemon does not recover or report errors 
if one of the hosts  happens  to be unavailable. This 
was particularly true of PVM release 2.4, but  has 
improved with releases after 3.0. 

4: Batch Systems 

Par t  way through the prototype evaluation, the 
DCT evaluated batch queuing systems available 
for clusters. Running multiprocessor jobs requires 
a tool to work with an execution environment, 
such as PVM, in order to schedule all the processes 
of a single job together. The batch control system 
must  dynamically allocate hosts, provide a mecha- 
nism for queuing jobs, support  PVM, and be as 
unobtrusive to the pr imary user  of the worksta- 
tion. 

Initially, a workstation reservation system was 
implemented through a set of shell scripts. This 
provided good service bu t  was only viable for a 
small group of users  since a workstation was 
reserved for a full night. This system served until 

a true batch system was selected. Concurrently, 
the creation of a submission script for PVM made 
up for some shortcomings in PVM that  were dis- 
ruptive to users. 

The DCT compiled a list of 30 usefhl functions 
and used it to compare existing resource manage- 
ment  tools: Network Queuing System (NQS), Dis- 
tr ibuted Job Management  System (DJM), Portable 
Batch System [4] (PBS), LSF [5] (formerly Utopia), 
Distributed Queuing System [6] (DQS), and Con- 
dor [7]. The DCT also asked NAS users  to rate the 
importance of these features. No single tool pro- 
vided all the desired features. Descriptions of 
these comparisons, along with other ]parallel tools 
is contained in A Survey of Parallel Programming Lan- 
guages and Tools [8]. 

Easy access to source code became .an important  
factor since the DCF was an evolving prototype. It 
was important  to unders tand the workings of at 
least two systems; both DQS and Condor were 
selected. DQS is used for scheduling parallel mul- 
tiprocess jobs in the evening and on the weekend, 
and Condor is used for cycle-stealing by single-pro- 
cess jobs at any time. 

In the DCF parallel environment,  a queue corre- 
sponds to an individual processor and a user  sub- 
mits a parallel job to a set of queues. The job 
submitter  selects the master  controlling queue 
(usually his/her own machine) and the numbers 
and types of other queues needed. DQS is simple 
to install and configure. It is easy to add, delete, 
and modify queues, which has  mostly been auto- 
mated. Since the queue names were based on the 
hostname, administrative problems were encoun- 
tered when, for example, a hostname changed, 
making the DQS queue name invalid. Star tup 
scripts now handle this problem. 

The DCF implementation had to allow users to 
include machines outside of the DQS pool even if 
there were no existing PVM accounts for them. 
Therefore, DCT added a -ph filename option to the 
DQSqsub command.This allows a user  to specify a 
file containing a list of hosts to be included when 
starting up the PVM daemon. A NAS-specific prob- 
lem with DQS/PVM is tha t  each machine has  its 
own/etc/passwd file. NAS has  a centralized account 

management  system instead of a global password 
file or Yellow Pages (YP), so accounts are set up on 
each workstation for PVM users. In order to avoid 
impacting the primary users  of the workstations, 
the accounts are only accessible between 10:00 
p.m. and 5:00 a.m. Also, the user 's  home directory 
is NFS-mounted from the primary local worksta- 
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tion, or, for remote users, from a shared worksta- 
tion. Thus, PVM jobs only consume CPU and 
memory resources, and have no other impact-- 
either temporary or permanent -on  user  disk space 
of the workstation. 

The DCF experience with Condor has been 
mixed. Checkpointing did not work on SGIs. Spe- 
cifically, a job would s tar t  correctly, then Condor 
would checkpoint it after a period of time to save 
its s tatus in case of a system failure. Thereafter, 
the job would accumulate only system time and no 
user time, and eventually would abort and start  
again. The temporary solution was to turn off 
checkpointing. Currently a job suspends but  never 
checkpoints or migrates, so many jobs typically 
take several days to run. Test users  reported that  
the system was working well. There appeared to 
be intermit tent  problems with some jobs not com- 
pleting and others aborting unexpectedly. Another 
issue is that  primary users are running out of 
memory when a Condor job is suspended. Staff  
members are working with the authors of Condor 
on the issue of checkpointing on SGIs. When this 
is resolved, most of the current  difficulties should 
be resolved. 

5: The DCF Configuration 

The DCF Condor cluster consists of 31 
machines: 9 SGIs and 22 Suns. There are 49 SGIs 
in the DQS environment. This includes 8 R4000- 
based systems. The memory ranges from 16 MB to 
256 MB. The two environments overlapped on 
some systems. The systems used represent  a gen- 
eration older technology than is available today. 

6: Application Developer Experiences 

This section discusses several experiences 
within the NAS DCF including: a large CFD 
application, which was one of the earliest DCF 
uses; NPB; and exploration of issues with porting 
vectorized codes that  run very successfully in the 
Cray environment to workstations. 

6.1: OVERFLOW-PVM 

As a test  application, the multimethod overset 
grid flow solver OVERFLOW was ported to the 
DCF, called OVERFLOW-PVM [9]. The parallel 
code uses a manager-worker control paradigm 
with parallelism extracted at the grid level. Every 
grid is operated upon by a separate process, each 
of which communicates with the manager process 
at  the completion of each step. PVM communica- 
tions are used throughout. To bet ter  utilize the 
available resources, these processes are distrib- 
uted among the DCF systems by a static load-bal- 
ancing routine in the manager process. While this 
parallel decomposition is not generally scalable, 
the coarse granulari ty provides significant effi- 
ciency, considering the problems of message 
latency and limited network bandwidth. 

A system of nine SGI R3000 and R4000 work- 
stations computed the flow over the wing of the AV- 
8B Harr ier  fighter aircraft using OVERFLOW- 
PVM on a grid system of over 0.5 million points. 
Grids of this size are typical for aircraft component 
performance analyses. A sustained single-preci- 
sion computation rate of 50.5 million floating point 
operations per second (MFLOPS) was achieved, 
representing more than 40 percent of the com- 
bined maximum LINPACK MFLOPS rate of the 
machines. Figure 2 suggests that  larger problems 
with more grids should achieve proportionately 
greater performance. 

6.2: NAS Parallel Benchmarks 

DCT members  ported the same NPB implemen-  
tations on the DCF and other systems [10] to eval- 
uate the performance of representat ive algorithms 
that  involve significant amounts  of communication 
on a loosely clustered set of workstations. Three 
simulated applications (LU, SP, BT) are concerned 
with the solution of a coupled system of parallel 
distributed environments (PDEs) on structured 
grids using time-implicit relaxation techniques. All 
verification tests set up for the serial code were 
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Comm Comm 
Code Sys t em Proc.  No of  Volume Time 

Messages (MBytes) (sec.) 

LU DCF 1 

LU DCF 2 7694 0.96 15.2 

LU DCF 4 15400 1.93 21.6 

LU 

LU 

LU 

LU 

SP 

SP 

SP 

SP 

SP 

SP 

BT 

BT 

DCF 

DCF 

iPSC/860 

iPSC/860 

DCF 

DCF 

DCF 

DCF 

iPSC/860 

iPSC/860 

DCF 

DCF 

16 

16 

32 

4 

16 

32 

30820 

46304 

46304 

77304 

10 

40 

120 

1104 

2272 

12 

3.85 

5.78 

5.78 

9.64 

2.38 

4.76 

6.03 

9.34 

12.70 

21.00 

28.2 

35.0 

2.5 

1.6 

6.2 

8.8 

11.0 

1.6 

1.1 

24.2 

Bandwidth 
(MBytes/s) 

Total 
Time (sec) 

138.4 

0.06 82.8 

0.09 54.0 

0.14 45.2 

0.17 

2.31 

40.6 

10.0 

6.18 5.3 

75.8 

0.38 37.6 

0.54 22.6 

0.55 16.0 

5.70 3.7 

11.98 2.1 

166.8 

0.87 

BT DCF 4 64 31.50 61.6 0.51 

BT DCF 8 272 36.70 62.0 0.59 

BT iPSC/860 8 272 36.70 4.8 

BT iPSC/860 16 1088 39.30 3.0 

EP 

103.8 

77.6 

70.4 

DCF 

EP DCF 8 

EP iPSC/860 1 

EP iPSC/860 8 

7.65 25.3 

13.10 12.8 

5530.9 

694.6 

3811.0 

476.4 

Table 1: NPB (Class A) on DCF/Ethernet and Intel iPSC/860 

passed, which is a very important requirement in 
a NPB implementation. In work related to the 
DCT and funded by NAS, an implementation of 
the other NPB kernels on various cluster environ- 
ments was performed by Vaidy Sunderam and col- 
leagues at Emory University [11]. 

The simulated applications have been imple- 
mented on the Intel iPSC/860 using different par- 
allel algorithms. These algorithms have different 
communication requirements, such as communica- 
tion pattern, number of messages, and message 
sizes. The approach taken to port these bench- 

marks to the NAS DCF was to develop a set of 
FORTRAN routines to convert Intel iPSC/860 
message-passing calls to PVM 2.4 and PVM 3.2 
calls. This means that  the same codes run on the 
iPSC/860, the NAS DCF, and other clusters. 
Within the NAS DCF, up to 16 SGI machines con- 
nected by Ethernet were used. Each of these 
machines has at least a 33 megahertz (MHz) clock 
rate and 32 MB of local memory. For the DCT 
implementation, the same amount of work is given 
to each processor, so the slowest processor in the 
group determines the overall speedLup. On multi- 
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processor workstations, only a single processor is 
employed. 

The parallel LU implementation is based on the 
skew hyperplane mapping approach and two- 
dimensional (2-D) partitioning into blocks. [12] 
This implementation requires sending many short 
messages to nearest neighbors. The implementa- 
tion of the SP benchmark was a two-way pipelined 
Gaussian elimination algorithm using three- 
dimension partitioning. [13] The implementation 
of the BT benchmark was a transpose-based algo- 
rithm using a one-dimension partitioning. This 
implementation requires sending several long 
messages. The kernel EP was also implemented on 
the DCF for comparison. This kernel has almost no 
communication and therefore is an embarrass- 
ingly parallel algorithm. 

Table 1 lists the results of these implementa- 
tions on the DCF and iPSC/860. In this table, the 
number of messages, the total communication vol- 
ume, the measured communication time, the 
aggregate network bandwidth and the total time 
per time step are given. Using eight processors, 
the DCF achieved a speedup ranging between 2.4 
(for BT) and 4.7 (for SP). A speedup of 7.96 was 
achieved on eight DCF processors for the EP ben- 
chmark, where the Intel iPSC/860 processor is 
about 50 percent faster than the R3000 processor. 

This study shows that  Ethernet  may not be suf- 
ficient for CFD codes based on grid partitioning 
algorithms that  preserve the implicitness of the 
numerical algorithm and which run on more than 
a handful of processors. A comparison between 
Ethernet  and the iPSC/860 network shows that  
the latter outperforms the former in the three 
main network aspects: topology, bandwidth, and 
latency. Ethernet  is a broadcast bus while the 
iPSC/860 network is a hypercube. The sustained 
bandwidth for the iPSC/860 network is about 2.5 
MB per second (MB/sec) per link while it is about 
0.5 MB/sec for Ethernet. Latency for the iPSC/860 
network is about 150 microseconds and about 1 to 
3 milliseconds for Ethernet. 

A performance comparison between the NAS 
DCF and the current generation of multiprocessor 
machines shows that  the cluster lags in both the 
network and processor speed. The SGI processor 
for many NAS cluster machines achieves between 
1.3 and 4.8 MFLOPS for the four benchmarks, 
while the processors for many multiprocessor 
machines, as well as the current generation work- 
stations, can achieve performance an order of mag- 
nitude faster than the NAS DCF machines. 

The NAS DCF, composed of systems a genera- 
tion behind the current workstations, lags behind 
many dedicated clusters that  have faster proces- 
sors and networks. Many of these clusters have 
switches that  can achieve over 10 MB/sec transfer 
rates simultaneously over multiple connections. 
These results indicate that  it may not be useful to 
pursue the entire scope of NPB-type problems on 
loose clusters, particularly if they consist of older 
generation workstations. 

6.3: Porting Single Processor Cray 
Codes to Workstations 

Another area the DCT investigated was the dif- 
ficulties and benefits of moving some portion of 
work from supercomputers to a cluster environ- 
ment. A large number of problems currently run- 
ning on the supercomputers may run effectively on 
individual workstations. For example, even on the 
NAS Cray systems, configured specifically for 
large memory problems (greater than 2 gigabytes), 
more than 50 percent of the CPU capacity is used 
by batch jobs of less than 96 MB. 

A suite of 32 standard-conforming FORTRAN 
77 codes was ported from the CRAY Y-MP and 
CRAY C90 to SGI workstations [14]. The suite 
comprised a variety of codes, including kernels, 
pseudo-application codes, and user application 
codes (such as Navier-Stokes and Euler solvers). 
These highly vectorized codes were compiled and 
run as single-threaded executables on the work- 
stations. They were not run in parallel. 

Most problems encountered in compiling these 
codes were related to inadequate soRware support 
on workstations for high-precision floating point 
and integer arithmetic. About one-third of the 
codes contained specific forms of the FORTRAN 77 
intrinsic functions. These codes failed to compile 
when the -r8 (64-bit floating point) compiler option 
was invoked. These problems (usually REAL vs. 
DOUBLE PRECISION type mismatches) were 
typically solved by replacing the specific forms 
with the generic intrinsics (e.g., MIN for AMIN1, 
EXP for CEXP). AIMAG was the only specific 
intrinsic function without an analogous generic 
function in these codes. It was changed to DIMAG, 
a nonstandard SGI intrinsic. 

SGI f77 provides no support for integers larger 
than 32 bits. Several codes relying on such large 
integers produced incorrect output until  this prob- 
lem was diagnosed. The problem was addressed by 
replacing the INTEGER calculations with REAL 
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calculations. 
COMMON blocks with 32-bit INTEGERs and 

64-bit REALs may be misaligned due to FOR- 
TRAN storage requirements.  All codes with mis- 
aligned data  ran successfully; however, several of 
these codes failed to compile when -mips2 (R4000) 
optimization was invoked. This was overcome by 
using the undocumented -align64 option. 

Finally, several codes failed to compile because 
f77 tried to put  large arrays on the calling stack. 
This problem was solved by invoking the -static 
option. 

Several codes used in this work so far have been 
standards conforming benchmark codes. Addi- 
tional problems occur in codes from the production 
workload. Such codes combine the Cray file posi- 
tioning commands GETPOS/SETPOS with 
BUFFER IN/BUFFER OUT statements.  This com- 
bination allows high-speed random access I/O. 
Workstation versions of these codes must  be modi- 
fied to achieve random access I/O through the 
more restrictive READ/WRITE commands on 
direct access files. Many codes rely on the CRAY 
FORTRAN compiler to initialize COMMON and 
set local variables to zero. Users  may need to 
investigate arcane workstation compiler options 
that  provide the same effect or modify the code to 
initialize all data. 

Per formance  Vendor  P r o c e s s o r s  
(MFLOPS) 

CRI Y-MP 100.0- 170.0 

SGI R4000 2.4 - 16.6 

SGI 

SGI 

R3000 

R2000 

1 . 8 -  5.7 

1 . 4 -  2.9 

Table 2: Performance  Ranges  

The NAS workstat ions provided reasonable per- 
formance, albeit much less than that  available on 
a CRAY Y-MP as shown in Table 2. The suite per- 
formance on the R4000 was bet ter  with 64-bit 
floating point than with 32-bit floating point, due 
to the 64-bit hardware  support. There is consider- 
ably more variation in performance on a worksta- 
tion than on a CRAY Y-MP. Some of the slower 
codes might see performance gains if they were 
optimized to use the cache more effectively. Such 
optimizations include padding arrays to reduce the 
number of cache misses and reblocking array oper- 
ations to fit into the cache. 

7: DCF Network  Usage 

The NAS DCF network is essentially a collec- 
tion of Ethernet  subnets  concentrated on an FDDI 
backbone. When a job runs in the DCF, all files are 
accessed via NFS, so there is no permanent  use of 
disk resources. The DCT realizes tha t  there is a 
performance penalty for this but  feels tha t  the 
commitment not to intrude on the pr imary system 
user  takes  priority at  this time. 

One of the major issues raised by the use of the 
DCF was the interaction of network usage with 
the overall performance of the applications. Some 
work was done to investigate these interactions, 
although work remains to explore them fully. Spe- 
cifically, improved ways to measure  the perfor- 
mance due to both the activity generated by the 
program and other activity on the network. 

Running a number  of small jobs across four 
machines on a single Ethernet  subnet  can bring a 
single segment's utilization well pas t  the 80 per- 
cent point. These jobs utilize the entire effective 
bandwidth of an Ethernet ,  so tha t  higher-speed 
networks and switches between machines could 
improve application performance. The DCT plans 
to investigate jobs running across other switches, 
FDDI, ULTRAnet, HIPPI  and ATM. 

Another experiment involved running a three- 
minute job, which transferred about  32 MB of data  
between four machines. This is typical of some of 
the NPB codes reported earlier. On a single Ether- 
net segment, the percent utilization increased 
from under  20 percent to close to 100 percent. The 
job dominated the subnet  while it ran, since sub- 
nets with more than 40 percent utilization experi- 
ence significant collisions and slowdowns, on the 
network. Such jobs affect other work on systems 
on the segment while they execute. 

Running the same tes t  on four machines using 
an FDDI ring showed an increase in utilization 
from under  8 percent to between 20 percent and 25 
percent. Since the effective bandwidth of an FDDI 
ring is approximately ten times that  of an Ether- 
net, the bottleneck may have moved from the net- 
work to host  protocol processing. 

These network experiments show tha t  if  pro- 
grams with significant message-passing and I/O 
requirements  run on Ethernet-based systems, 
they are likely to impact other systems on the sub- 
net, even if  the program is running on an idle 
workstation. Thus, running parallel jobs during 
the day, even on idle systems, can have a major 
impact on other workers. 
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8: Development Environment 

From a user's perspective, the greatest defi- 
ciency in the NAS DCF is the lack of debugging 
and performance monitoring tools. Currently, per- 
formance statistics are generated using the UNIX 
time command. Top and the SGI tool gr_osview are 
used to determine the activities of the cluster. 
grosview provides a graphical display of system 
resources, including, but not limited to, CPU and 
memory usage and CPU wait time. gr_osview is 
implemented using a client-server model, which 
allows for remote monitoring of multiple systems 
for performance. Analogous tools designed specifi- 
cally for cluster computing are needed. 

Debugging in the cluster environment is signifi- 
cantly more difficult than on single machines. Not 
only must logical and typographical errors be 
found, but the timing of operations can be essen- 
tial to the proper functioning of a parallel code. 
Users currently have the option of either using the 
dbx debugger on individual processes or inserting 
well-placed write statements to assess the status 
of an application's execution. In most instances, 
the write statements have proven the most useful. 
Unfortunately, debugging in this manner results 
in an enormous number of recompilations to 
remove a single bug. To further complicate debug- 
ging, a program that fails, often will not com- 
pletely flush the output buffer, leaving an 
incomplete record of the run. 

9: DCF Usage Analysis 

The DCF environment was open to a small but 
increasing number of users. Only existing tools 
were used to record usage information. Condor 
maintains a separate history log under the home 
directory of the Condor account on each machine, 
and a command is provided to combine and sum- 
marize those individual history files. The distrib- 
uted nature of the history files has proven to be 
difficult to manage. Careful attention must be paid 
to ensure the presence of the accounting files on 
each system. Systems added to the pool and then 
later removed may still contain valid accounting 
records. It is not possible to summarize the usage 
records until all systems are available and accessi- 
ble. As the number of systems grows, formal proce- 
dures to preserve accounting files will become 
necessary. DQS, unlike Condor, maintains usage 
information in a single file on its master system. 
DQS provides a command to display or summarize 

usage information. 
PVM does not provide any usage information. 

Instead, it relies on its hosts' underlying account- 
ing systems to record process accounting data. 
Unfortunately, process accounting does not pro- 
vide sufficient data to identify and group individ- 
ual PVM processes-possibly spread across 
multiple machines-into a single PVM job. The sit- 
uation is further complicated since PVM jobs can 
either be started interactively or from within a 
DQS job. 

10: Expectations for Future 
Clustered Systems 

Many limitations of the current NAS DCF have 
already been recognized or are in the process of 
being overcome. The keys to an effective loosely 
coupled cluster are numerous, but approaches are 
already being successfully demonstrated in such 
locations as McDonnell Douglas, with a system of 
over 150 HP workstations. 

Workstation processor development is continu- 
ing at a dramatic pace, outstripping that of con- 
ventional supercomputers and MPPs at least for 
the intermediate future. Newer machines are 
capable of having large amounts of memory. New 
fast SCSI devices have increased both the volume 
and the rate of disk UO. Shared-memory multipro- 
cessors also offer great flexibility in both parallel 
and serial en~ronments. The current generation 
of workstation processors can provide a cost-effec- 
tive computational platform to greatly reduce reli- 
ance on supercomputers for smaller, shorter- 
running jobs. 

The high level of competition in the workstation 
market keeps single-system software offerings 
from the vendors complete and of high quality, but 
moving supercomputer-level applications into this 
environment requires improved compiler and lan- 
guage support for functionality, reliability, and 
performance. Bugs need to be resolved and lan- 
guage support for distributed computing must be 
improved. 

In the near future, we are likely to see many 
tools designed for clustered systems. Program 
debugging, which is very difficult on distributed 
systems, must be a priority. Performance analysis 
and process timing tools should follow. The Mes- 
sage-passing Interface (MPI) has already been 
implemented some systems. This makes the possi- 
bility of a seamless parallel environment a near 
reality. Development continues on communication 
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products like PVM. A cluster-oriented version of 
High Performance FORTRAN is becoming avail- 
able from several vendors. 

Many new system administration tools must  be 
developed in order to maintain and operate a large 
cluster in a production environment. There is a 
significant need for a single, integrated job-control 
system that  supports parallel and serial jobs and 
is integrated with PVM and other parallel lan- 
guage constructs. This system must  support job 
pre-emption for interactive use, adequate job 
checkpointing, restart  and suspension, shell 
scripting and adequate job limits. To minimize 
user confusion, it should either incorporate the 
functionality of NQS or should be entirely separate 
with distinct commands. 

Numerical algorithms specifically designed for 
distributed systems are in development and are 
showing promise. In addition to the coarse-grain 
methods like OVERFLOW-PVM, medium-grain 
matrix solvers have shown reasonable perfor- 
mance over a small number of processors. 
Medium-grain methods can be used to increase the 
number of usable processors in an otherwise 
coarse-grain parallel application. 

Multidisciplinary and optimization problems 
contain an extra level of parallelism. While some 
research into distributed parallel I/O has been 
done, little if any has been applied specifically to 
the cluster environment. Systems far beyond the 
current NFS-based cross-mounting will be 
required for the efficient operation of parallel jobs. 

Most loosely clustered computing work today is 
done on machines connected by Ethernet.  User 
processes running on different machines commu- 
nicate with each other by means of a high-level 
message-passing library. The high-level library, in 
turn, usually relies on the vendor-supplied TCP/IP 
so ,ware  to reach the network. Improved commu- 
nications performance can, and should, be 
obtained by improvements to all three links in this 
chain, as any of these links may be a bottleneck. 

Most current implementations of TCP/IP are 
slow. These protocols have difficulty effectively 
using the bandwidth of high-speed networks, and 
introduce high latencies. Better message-passing 
performance might be achieved by improving the 
implementation of TCP/IP and/or by relying on 
lightweight protocols which incur less overhead. 

Message-passing libraries are used by the pro- 
grammer to implement  message passing in scien- 
tific codes. They introduce additional overhead 
beyond that  caused by the network protocols. As 

with the protocols, more efficient implementations 
of existing libraries may improve performance or 
reduce overhead. Performance gains may come 
from combining the functionality of the current 
libraries and network protocols. Libraries should 
also take advantage of shared memory for codes on 
shared memory multiprocessors. 

11: Conclus ions  

Useful work in computational aerosciences can 
be performed on the DCF as currently configured. 
If the total number of workstations at NAS were 
integrated into a cluster used during: non-business 
hours, with performance equal to that  demon- 
strated, the total computational power is poten- 
tially equal to 1.8 CRAY C90 processors. Small 
serial and coarse-grain parallel jobs are well 
suited to this environment with a higher efficiency 
than the examples above. If NQS queue wait-time 
is taken into account, very reasonable throughput  
can be expected from newer generation worksta- 
tions. 

Although the DCF has shown the potential to 
off-load a portion of supercomputer jobs and to run 
coarse-grain parallel jobs, clusters, particularly 
those based on existing resources, are not cur- 
rently in position to replace supercomputers or the 
MPP systems. The maximum number of users on 
the system is limited by several factors. First, the 
systems that  make up the current DCF were origi- 
nally selected for their graphics capabilities and 
not their CPU power. As they are not specifically 
computational engines, the systems in the current 
DCF have inadequate double-precision hardware 
and compiler support. A large number  of distrib- 
uted parallel jobs will quickly overwhelm Ether- 
net, affecting other local users. There are a large 
number of older generation processors that  do not 
provide adequate capacity. 

Using only compute intensive benchmarks does 
not demonstrate the cost effectiveness for an exist- 
ing base of ethernet  connected workstations. Such 
systems can provide valuable compute cycles for 
little extra cost. Since organizations have already 
invested in the existing base, the cost effectiveness 
is based on the added support costs and additional 
equipment costs, not on the original cost of the sys- 
tems. 

The computing power and affordable memory of 
the current generation of workstations makes it 
possible to move many tasks currently running on 
the NAS supercomputers. Coarse parallelism is 
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quite common in aeroscienees applications. Still, 
there are a number of areas that  need significant 
improvement. Specifically, scheduling and queu- 
ing sol, ware, and procedures for parallel and 
cycle-recovery jobs. 

Not all primary users are immediately willing 
to allow their workstations to participate in an 
open environment, particularly during prime time. 
Tools that  address the issues of responsiveness to 
the primary users are basic and are not supported 
by most vendors. For wide acceptance, minimal 
impact on primary system users must  be demon- 
strated. Fear of loss of control and security must  
be abated through education as well as through 
sol, ware. Many users will object simply because 
they see no direct benefit by providing their work- 
station resources for others to use. 

The effectiveness of workstation cycle-recovery- 
will be enhanced by the administrative control of 
the environment. In tightly or loosely coupled 
workstation clusters, knowledge about job mix and 
machine resources is essential. Cycle-recovery will 
be maximized if a site carefully matches a job's 
resource requirements to the available worksta- 
tions. 

Regardless of the above issues with the current 
DCF implementation and the need for much work, 
cluster computing is a legitimate and viable envi- 
ronment for compute-intensive work. While major 
issues remain, in many ways, cluster computing is 
more viable at this point in its evolution than 
either MPPs or UNIX supercomputers were at 
similar points. It  is certainly feasible for groups 
with large, well-managed sets of workstations to 
make additional use of their capability. 
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