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See the results of two user surveys – MPI at NERSC, and MPI Alternatives
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For Example:

Blocking MPI_Send / MPI_Recv  
Blocking MPI_Bsend / MPI_Recv  
Blocking MPI_Ssend / MPI_Recv  
Blocking MPI_SendRecv

Nonblocking MPI_Isend and MPI_Recv  
Nonblocking MPI_Send and MPI_Irecv

How do you implement point-to-point communication?

- Blocking MPI_Send / MPI_Recv: 18 (62.1%)
  - Blocking MPI_Bsend / MPI_Recv: 2 (6.9%)
  - Blocking MPI_Ssend / MPI_Recv: 1 (3.4%)
  - Blocking MPI_SendRecv: 5 (17.2%)

- Nonblocking MPI_Isend and MPI_Recv: 14 (48.3%)
  - Nonblocking MPI_Send and MPI_Irecv: 13 (44.8%)
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See what MPI alternatives people are using and some recent comparisons with MPI

Which parallel programming model(s)/approach(s) do you use?

<table>
<thead>
<tr>
<th>Model/Approach</th>
<th>Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>UPC</td>
<td>8 (30.8%)</td>
</tr>
<tr>
<td>UPC++</td>
<td>9 (34.6%)</td>
</tr>
<tr>
<td>Charm++</td>
<td>5 (19.2%)</td>
</tr>
<tr>
<td>Kokkos</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Chapel</td>
<td>1 (3.8%)</td>
</tr>
<tr>
<td>Coarray Fortran</td>
<td>3 (11.5%)</td>
</tr>
<tr>
<td>HPX</td>
<td>-2 (7.7%)</td>
</tr>
<tr>
<td>OCR -based</td>
<td>8 (30.8%)</td>
</tr>
<tr>
<td>Legion</td>
<td>1 (3.8%)</td>
</tr>
<tr>
<td>Parallel Python</td>
<td>3 (11.5%)</td>
</tr>
<tr>
<td>Hadoop/MapReduce</td>
<td>1 (3.8%)</td>
</tr>
<tr>
<td>other</td>
<td>7 (26.9%)</td>
</tr>
</tbody>
</table>

AMR with UPC++ Compared to MPI

MiniGhost with HPX Compared to MPI

(40 variables - 20 timesteps - 200x200x200 - 10% reduction)