1.1.1 Case Study Title
Principal Investigator: First Last (Affiliation)

NERSC Repository: 

Contributors: (other people who helped write this case study and their affiliation) 

1.1.1.1  Summary and Scientific Objectives 

Brief description of the project, the science drivers, why they are important to NP and DOE Office of Science; what the challenges are.  Written at NERSC and program manager level, not at journal publication level.  [2-3 paragraphs]
1.1.1.2  Methods of Solution

Briefly describe the primary methods and algorithms, and the codes that implement them.  [2-3 paragraphs]
1.1.1.3   HPC Requirements

Describe the computational challenges and how they relate to the science drivers.  Do this for 2011 and then estimate it for 2014.  Be sure to relate HPC requirements to science drivers as specifically as possible.  Describe the parameters that govern the simulations (e.g., number of particles or grid points, number of iterations, etc.) and how these might change to achieve the future science goals.  Give an example of a typical run or simulation at the present time.  Describe known computational bottlenecks such as parallel scaling, I/O speed, interconnect speed, etc.. Describe any special needs. [2-3 paragraphs]
1.1.1.4  Computational and Storage Requirements Summary


Ensure that all entries in the following table are for NERSC only.

“Archival Storage” refers to total storage required for NERSC HPSS.

“Data Transfer” refers to data that must be transferred in to or out of NERSC for this work.  If these values are very large please describe reasons in the section above.  

	
	Current (2010)
	In 2013

	Computational Hours
	
	

	Parallel Concurrency in typical production run
	
	

	Wall Hours per Run
	
	

	Aggregate Memory
	
	

	Memory per Core
	
	

	I/O per Run Needed
	
	

	On-Line Storage Needed
	
	

	Archival Storage Needed
	
	

	Data Transfer Needed
	
	


1.1.1.5   Support Services and Software
Describe “soft” requirements such as software that NERSC should provide, workflow needs (such as queue requirements), visualization, training, consulting, and other NERSC services. 

1.1.1.6  Emerging HPC Architectures and Programming Models

Describe how your project has already changed or is expecting to change to accommodate both multicore/manycore processors and heterogeneous computing solutions such as Graphical Processing Units (GPUs).  Describe any needs from NERSC to accommodate this.  
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