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Why Biology in DOE

e Biofuels

— Engineering better plants for
biofuels

— Engineering microbes to convert
cellulose into ethanol

» Bioremediation and Restoration
— Finding microbes to aid in cleanup

* Restoration and Carbon Cycle

— Role of Microbes in restoration and
impact on carbon sequestration
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History and Motivation

* NERSC and JGI formed
partnership in 2010

* JGI was struggling to keep
pace with the growing
demand from NGS and
NERSC wanted to grow its
“Big Data” capabilities

mmmmmmmmmmmmmmmmmm
2292229239939 99 Q -
==================
o 2 0O o 9 O B S o B ) R S S ) B )l GBI O i = B o
HEexddYdadsds s E Fx3d8Z

Source: National Human Genome Research Institute
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Workload Characteristics

 Wide diversity in application characteristics
— Long running, large memory for assembly
— high-throughput for annotation
— Growing number of MPI apps for assembly and metagenome

analysis

— Wall times vary from seconds to months
 Complex workflows

— Deeply nested dependencies

— Large task arrays with serial sections
* Heavyl/O

— Reading and comparing against large references

— Reading large raw sequence files

— Writing and reorganizing large outputs
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Resulting Challenges

60
—Sequencers
* Resource Requirements 0 J —Procesirs j
— Needs outpacing Moore’s Law gso
— Need to take full advantage of the 220 //
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available resources and improve ===
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Monthly genepool Jobs by Group
.
* Scheduling

— Insuring fairness across groups

— Effectively scheduling small and big,
short and long jobs

* File Systems
— Lots of data
— Lots of files
— Lots of problems
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Other Aspects
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* Heavy reliance on database
systems (postgres, MySQL, and
Oracle)

 Growing use of Hadoop Ecosystem
(annotation pipelines and Biopig ¢
extensions to Pig) A 7 A

[ ]
. JGI Cronartium quercuum fusiforme G11 (Crogu1) Genome Browser - scaffold_1:1-100000 o
- g Genome.jgi.doe.gov/cgi-bin/browserLoad/7db=Croqu1&position=scaffold_1:1-100000 ~ - ¢ (B fungatjgigv Q) (#][A]
() MRMPI '} Openstack 5> [E3 Bookmarks = |

£ TeSt Headiines ~  Berkeley Lab Ho.. | LoL PhoneDir [{ Now Computing .. [} TF Stats [BJ htoi//peoplejgi..

% Jotes e I Wodei o | L NuG20- ] ©3 NuG20. | [ AlSbat || Sociery - | ) chiormas | & wie | & Gserint ]| © saic.. x (RS
JGIS  §rome /EMycoCosm [\ Project List §f)Login Ci i fusiforme G11
searcn st [TV co EETN Koo CLUSTERS  SYNTENY  DOWNLOAD INFO  HOME  HELPI

Poston Za0m Gonos

s | <] <]z |22 22| << scaffold > @ | 18x ] 3x ] 10x | | Base DNA | ¥ Add custom tracks

lscaffold_1:1-100000 Apply @ [a5x ] 3x | 0x | [aa] [Ft + Strand | Fiip | | Open Close Toolbar

Size: 100000 Feature:

@] S Fosttion To000] Zo060] el Fo000T E T 7o000] Bo000] e
1
] L1 YN A |

.
stz e Sramrason 0 Lo B 3
s
— m
O Z O e )
o i o S o

Vista_Puogrt

Vista Mixost Neclestice cor

Vista_Rhobat 1 Nucleotide conservation with Rhodotarula graminis strain WPL vi.i

— il
Vista_tiellpt Wicleotide conservation vith Helampsora lariois-populing v1.0
)

'

i N Y W Y. Bl |

e H
4007.00
il

Eer)
400000
el

genome.jgi.doe.gov/cgi-bin/metapathways7db=Croqu1

x Fing: @ ) ( Next | Previous > Highiightall ) [ Match case _Phrase not found |

U.S. DEPARTMENT OF Ofﬂce Of

g
ENERGY Science -6- BERKELEY LAB

rcs Berkaey Natana Lasoratory




Compute and Storage Resources

* Genepool

— Heterogeneous Mixture of “standard
memory” and large memory nodes

— Newest hardware is Intel Sandy-Bridge, i
128 GB per node

— Total of ~8500 cores (776 nodes)
* Storage

— Nearly 5 PBs of storage
— Mixture of legacy NFS and GPFS
— Growing use of HPSS
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Accomplishments

d Stabilize Initial Hardware

(J Gain Understanding of workload
JIntegrate Compute Resources
JImprove Utilization of Resources

(JBuild Up User Services and Support
JTrain Users

JImprove Application Efficiency
JImprove 1/0 Performance and Reliability
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U Stabilize Initial Hardware
Y Gain Understanding of workload
Y integrate Compute Resources —

4 Improve Utilization of Resources
U Build Up User Services and Support\
Y Train Users

JImprove Application Efficiency
JImprove 1/0 Performance and Reliability
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State of the Partnership m
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JGI’s workload (and similar communities) are
challenging. Different set of requirements
compared to HPC and PDSF (HEP/NP)

NERSC continues to work with JGI to hone the
scheduling configuration

Continuing to modify file system configuration to

better meet JGI’s requirements and improve
robustness

We’re not there yet. But we are getting close.
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