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o Presentation visualization

— You knewwhat's thererand
Want te; SHoW It 1oy SeIMEONE
else

o Analytical Visualization

— You knew what you are loeking
for

e Discovery Visualization

— You have no idea what you're
looking for
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SCIDACHVistualizauen and ARalyiics Center
ier Enalklingiiechnoeloay (VACE)

Missien: Leverage Sei-vis and analyiics
seftware techinelegy as an enanling

lechnology fier enabling scientific Insight.

\ision: adapt, extend), create, and deploy.
data understanding technelogies for science
stakeholders to enable petascale science.

As a center, well positioned to respond to
diverse needs/objectives through coordinated
R&D, software engineering, outreach efforts.
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o Effective use of petascale platforms

— EIrst-ever runs on one- and two-trillion zene
problems on petascale class machines.

o Efifective knowledge discovery.

— |Less IS more: gueny-drven visualization and
accelerator modeling

« VACET accomplishments: first 2.5 years
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o REesealch questions:

— |S|ii*poessible/ieasikhlierto itn productien-guality
vistiaifdater analy/sis s/\W: enrliange machines and
o1l large datasets?

— \What obstacles/bottienecks do We encounter at A

this level of scale?
o Why?
— |Leverage I/O capacity, memory footprint of
largest machines.

— Share many CS research challenges with
extreme scale computational science apps.
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One
MILLION
Cells!

1981: Cray-1,
256MB RAM

£ SciDAC
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One
BILLION
Cells!

1997: Cray T3E,
128GB RAM
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One
TRILLION
Cells!

2009: Cray XT4:
/8 TB RAM
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s \Veakisealing stuidy: =62.5IVIFiZeneSs/core
ol Several machines:

Machine Model Problem #cores
Size

Franklin Cray XT4 1TZ, 2TZ 16K, 32K
Jaguar Cray XT4 1TZ 16K
JaguarPF Cray XT5 A VA 32K
Juno X86 64 1TZ 16K
Purple IBM P5 0.5TZ 8K
Sun 1TZ 16K

\_'_,,- Scientific Discovery through Advanced Computing




SVACET |

TZ experiment methodology (ctd)




o Applicatien: Vislt-1o 4101

—\/isItisie first and enly visSualiZatien
application;that s, parn el theJoule* metie

e PData: SCIDAC zec;g

B -

— 512° sample data, astro simulation (courtesy
. Mezzacappa, B. Messer, S. Bruenn, R:
Budjiara)

— Upsampled to target problem size

o Performance results largely independent of data
content

o Experiment objectives met using this approach
. Representative of “tomorrow’s dataset sizes”
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s Applicatien BeliEnECk: IMmany~io-ene staills
Upeaie

— \Werkaroundioer sttdy; X ier appear Infuture release: of
\/islit

o Applicationroptimization: amn NxIN Buffer for

communication, which works well at small scale,
proved problematic at large scale.
— Workaround: remove optimization, evaluate best
course of action for future Vislt release.
e System Issues

— Loading shared libraries takes a long time, as much as
5 minutes. Potential fix: implement Vislt plugins as
static libraries.
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s /S|t ruRs efiechively at g CoRCUERCY,
and enlIaree prekleni sizes.

— iest off vistial datar analysis infrastructine
— |Rirastructurens the underpinning off many.

different algorithms, Aot JUSt ISOCENIOUIHNG Of
volume rendenng.

o Minor fixes to become part of production
Vislt release (later this year).

Successfully processed “tomorrow’s
datasets today.”
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Sean Alenm, DaverPugmire (ORINIE)
Mark IHowisoen;, Pranhat (EBINL)
' Hank Childs, LBNL (nee LLNL)

ri ,‘ NERSC “special assistance™
| = Katie Antypas
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& ENERGY

Vislten Ermkin (CNL)FDaverPugmire s Sean
ARem(ORNL); Guntier\Weher & Janet JAcosen &
Prabhiat (CBNL/NERSE Analyiics) & NERSE
Consultants

— [IAIs pathiinding efiert spanned many moentas;lastyear.

[For acecess to fiacilities, helpralong the way:

— [BNL/NERSC: Nick Cardo, Francesca Verdier, Howard
Walter, Kathy Yelick

— ORNL/OLCFE: James Hack, Doug Kothe, Arthur Bland,
Ricky Kendall

— LLNL: David Fox, Debbie Santa Maria, Brian Carnes
— UT Austin/TACC: Paul Navratil, Kelly Gaither, Karl Schulz

Science

.S. DEPARTMENT OF Office of




o Porting fier Erankin (EB15); Jaguar (ORINILE);

and Eureka (Argenne, connectied e BG/P)

s Changes to ensure jehratnching, Client:
Senver connections, 1/O; ete run smoeothly.

23 B 00K S 4008

The SEG is ensuring that VACET tools are available to
ScIDAC stakeholders.

MMMMMM

T view the VACET collaboration as 3a impartast ot of our overall data ssalveics srategy ot WVislts commuricalion protocols 10 enatibe chent-senver communication specifically for
MERSC, and we are very pleased with the interacticas berween NERSC wsers and the VACET o which onabkos Gur maany B0 s VL offectivedy,
team. Ty hanve even a5 saned in porting the o

W ALCF
how 1o eflectively wse Vish, ANl of these eforts have been IMpAant 1o the success of

Ploase food free 10 contact me shoukd you need any further information.

K ek Regars.
Frodussor of FECS, Unbversity of California 2 Beskeloy /S p
NERSC Digecton, Lawrenoe Berkeley Mational Laboratory M fzf
[ A vy
, Adianced Itogaton Group
Waangor, Advanc
WEdmn




si EiiectiveriSeroirpelascaleplaonms

— EIfSi-eVver iins on ene-and tiwoe-thllien zene
proklemsion’ petascaler class machines:

o Efifective knowledge discovery.

— |Less IS more: guery-driven visualization and
accelerator moedeling

« VACET accomplishments
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VWhasi@UERERIVERNISUEIZEIeRZ

— Eindinteresting data andlimicvisualizauoem, analy/sis;
MACHINE and cCognItVE Processing 1o thal SUSEL

Oneway e define “Interesting Is Witk compounae
POGIEan range gueries.

— E.g., (CH,> 0.1) AND. (T, < temp/< T,)
Quickly locate those data that are “interesting.”

Pass results along to visualization and analysis
pipeline.
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W | Render

The Canonical Visualization Pipeline
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RS CH, > 0.3 AND temp < T,

CH,>0.3 AND temp < T,
« T, <T,




s e Nexiiseguence el slides discUSSES application
O HENWOIK 10 CYRENSECUL 2pplICaAUoR =
evidence tat tieideaisigenerally applicanie o
large data visualization.

o e team:

— NERSC Network Security.

— ESnet Network Engineers

— Sclentific Data Management Research
— Visualization Research
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o lherprenlem:
= @nEe day/siwoerih elttraiiic ConsIsis Ol tens eimilliens el
Individual conmECHORS:

— iraificiincreasing by an erder oifmagnitude: even/ 48
MORLAS:
o ESnet monthly traffic levels now exceed 1 PB.
— The Internet Is a hostile envirenment, and 1t will get
WOrse.

— Objective: enable rapid forensic data analysis (network
flow records).

Science
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J [ le eleitel
— JZ2N\Weeks! elfconneclion recondsiromrBro (INERSE):
— 281 GBNorraw daia, 78GEHer compressed biinmap Indices;

o “IHero-sized preblem*

— NO previeus network analysis \work has ever attempied to
perferm interactive visual analytics on data of this scale (ca.

200]6)
— Result: what ence took days (if at all pessible) now takes
seconds.
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s e StaiineeoInt:
— YU ane aneiwerkise curnyanalyst
— YoUI WEEPER GOES Ofif [ iURchy R the shewer. |

— You receve anralert that “semethng edd s happening With '
the network... DS  shewing|unusual levels off activity, om port S

5994

YOoUur Jolb — answer guestions:
s \What's geing on now?
* How long has this been happening?
o |mplications?
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Daily counts of STATE==1 && DP==5554

Hourly counts of STATE==1 and DP==5554

1094360704 1094965504
210676 110358

U.S. DEPARTMENT OF Office of

EN ERGY ' Science

Per-hour activity around day 290

1098047104
278636

Query to produce a histogram of
unsuccessful connection attempts over a
42-week period at one-day temporal
resolution (upper left).

Drill into the data, query to produce a new
histogram covering a four-week period at
one-hour temporal resolution (lower left).

Generate a histogram of one-hour
resolution over a two-day period around
day 290 (upper right).

{ 77 [INIS1%Ja

N Scientific Discovery through Advanced Computing




Hourly counts of STATE==1 and DP==5554

A

0
1094616960
ATETO

er-minute counts of (STATE==1) && (DP==5554)

1094876160
41718

L

0 ! bl |
'ENERGY  scienc

e

1094962560
43079

5. Query to generate a histogram of
unsuccessful connection attempts over a five-
day period sampled at one-minute temporal
resolution (middle, left). Regular attacks occur at
21:15L, followed by a second wave 50 minutes
later.

6. Query to generate histogram over a two-hour
period at one-minute temporal resolution (lower
left).

7. Query to generate a 3D histogram showing
the coverage of attacks in destination address
space (lower right).

IPR_Cvs IPR_D vs ts

IPR_D




After establishing that (1) a temporally reguiar
activity is occurring, and (2) that it is in fact a
systematic probe (scan) of entire blocks of network
addresses, the next task is to determine the set of
remote hosts participating in the attack.

Working backwards, we isolate the A, B, C and D
address octets of the hosts participating in the
attack.

This image shows a 3D histogram of the destination
address space being attacked by each of 20 different
hosts. The vertical axis is time — a seven-minute
window at one-second temporal resolution.
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@UFanalysisWWasiperormnedin stalistical
SpPACE ORIy
— e never accessed the raw data.

— OUr precessingl andivisualization usealenly. the

Index data.

— Performance study focuses on parallel algorthms
for multidimensional histegram computation from
compressed bitmap indices.
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QDV and Accelerator Modeling

- PIFE. Gedd
COMIIPASS
s AcCcompliShment:
— Algerthms anad procuclion=gueaiiy, S/W;
NiraStuCUre tor PeErorm IntEracuve  visual
i.‘.. .v.V | ‘ig"'.-"\' "'. I ."\'—g'ig."

particles) inmult=TB' simulation data.

o Science Impact:

— Replace serial process that toek heurs with
one that takes seconds.

— New capability: rapid data exploration and
analysis.

e Collaborators:
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Fundamental Problem #1 - Interface

oL Paralliel coordinates
ARNNIERNACENONSUPSEL SEIECUON:
o ATMECNANISIMNTON rIJJoJrl/mg IJFJ\/ch
" Proplems witnrial ge tala s g |
»\/iSual clutter
» O(n) comp Jeer/

0 5
D
S
Lo
(2

Office of
Science




2D Scatter-plot ) Parallel Coordinates

2D Histogram

Y
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Yalume
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E.N00e+06
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o [HEW e elficIERt ConStttcH arISLegEn 2
— Naive approeach: ©(n)
— Betller appreachs cheat” (Use: EastiBit)

o How to efficiently’ do particle tracking?

— Naive approach: O(n?)
— Better approach: O(H*t) (use FastBit)

. DEPARTMENT OF Office of SciDAC
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Parallel Performance |: Histograms

_ [ " FastBitUncond. —
Dataset: 100000 Custom Uncond.

3D dataset consisting of 100 timesteps i FastBit Cond.
« ~177 million particles per timestep 10000 | Custom Cond.
» ~10 GB per timestep

« ~1TB total size 1000 |

r

Time (s)

Test platform: (as of July.2008) 100
» franklin.nersc.gov |
« 9,660 nodes, 19K cores Cray XT4 system 10 F
* Filesystem: Lustre Parallel Filesystem
» Each node consists of:
* CPU: 2.6 GHz, dual-core AMD Opteron
* Memory: 4GB
» OS: Compute Node Linux : FastBit Uncond.
i Custom Uncond.

. [ FastBit Cond.
Test setup: _ Custom Cond.

* Restrict operations to a single core of each node to _ Ideal
maximize I/O bandwidth available to each process
 Assign data subsets corresponding to individual
timesteps to individual nodes for processing

» Generate five 1024x1024 histograms for position
and momentum fields at each timestep

« Conditon: px>7*1010

* Levels of parallelism: 1, 2, 5, 10, 20, 50, 100

10
Number of Nodes

U.S. DEPARTMENT OF Office Of Number of Nodes

ENERGY Science ?g&ﬂ)ﬂm




Parallel Performance II: Particle Tracking

FastBit E
Custom

Test setup:

« Same as for histogram computation

» Track 500 particles (Condition: px>1011)
over 100 timesteps

Time (s)
=

Results: --1-0
» FastBit is able to track 500 particles Number of Nodes
over 1.5TB of data in 0.15 seconds

FastBit —
Custom — =

Performance of original IDL scripts: tdeal

» ~2.5 hours to track 250 particles in
small 5GB dataset

U.S. DEPARTMENT OF Office of

EN E RGY Science Number of N‘od&




si EiiectiveriSeroirpelascaleplaonms

— EIfSi-eVver iins on ene-and tiwoe-thllien zene
proklemsion’ petascaler class machines:

o Efifective knowledge discovery.

— |Less IS more: guery-driiven visualization and
accelerator modeling

o \VACE ' accomplishments
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EloWAVISUElZalGRNESEaNCH
ANMRVisualizauoen
llopelogicalianalysis research

Climate moedeling| visuallaata analysis
High quality and parallel velume rendering
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Stakeholders:
“Vislt 1s bad at
streamlines”

“We need parallel
streamlines” /
“Wow! Parallel

streamlines is hard”

Research effort:
Efficient parallel
streamline generation

Comg of Streamlines and F
Very Large Datasets *

PO fox 2008 S0

--- e Deployment effort in Vislt bym
E = SEG i,

[+ ] G [zaton retease notes &
[oMest visteav  [IAIX4RSS000% 6 WebMal @ People (6 Yehow Pages 8 Dawrioad [3/biel 6New & Cool [ICRannels

, allowing for large data sets to be
of the cxdents of each domain. If that data s

. stach as the Pspudacolor plot.

The shear
.mmume
includes many s-ud\asunh-mmuumnlm and sphencal

August, 2008 - Vislt 1.10.0 released |-

EnSaght, T HMEM DDCMD, PlainTs en PFLOTRAN, CHGCAR,
for the UINIC file format has been added.

# o

yfft  Highigre gl [ Match case

U.S. DEPARTMENT OF

'ENERG

1. The streamline plot has been significantly improved.

wei inl gov 5
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Flow Visualization, ctd.

DB: phi_BT.h&

Peaudacolor
Var:T_e
= 1,330e04

— 100704

Lxl- ]

Mo . A3dGe+0
Mir: 173.4

Mash
Vo Mesh

Polncare -
Var B |:

-_ 2557

=200

user: allan
Thiu Feby 26 14:42:00 2009
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PIEPhINCelellzaN(EEBNE)FSCIDAEC
AppliedrPartialifDiiierential
EQUalIenSs Center

Accomplishmeni(s)
—  Sefiware engineenng Lo “bring product to

market”. Performance improvements; interface
enhancements; file'readers; visual data
exploration techniques.

Science Impact

— Direct cost savings: APDEC no longer uses its
own resources (e.g., FTEs) to develop,
maintain, and support AMR visualization

software.

Ability to perform AMR visualization on large,
time-varying data, and using parallel platforms.

— Benefits propagate to all APDEC stakeholders.
U.S. DEPARTMENT OF Ofﬁce of

¥ ENERGY science




IMprevVEMENLS:

— Oplimizedimany; many —\Vacros and python callbacks
lPUIRES, Iresulting Infend-io- o customizalility:
end speedups off >10X

— Added crticalldenugging

— Responded to ever 30
[eguests for interface

functionality, suchras chianges and bug fixes.

spreadsheets and the ability
lo connect with a debugger.

— Mapped AMR grids

e Done for collaborators at
APDEC & CAC.




o APIDEE aeoptsiVisitas thellr projeci-wide

Vvistial datar analysis application; |
@ BEX

File  Edit  Wiew History Bookmarks Tools  Help

LL_,lav c x f.j’ [:D |http:,l',l'seesar.lbl.gu:w,l'anag,l’chu:uml:uo,l'chu:uml:u:wis.html ‘f:j‘ *| |*|chu:umbu:uvis ,C'|

Mast visited 3 Getting Started 54 Latest Headines

B chombovis

Wizlt has superseded ChomboVis as the wisuahzation and analysis tool of cheice to Chombo (ANE) HDES dataszets. ChomboVis 15 no
longer being maintained or developed. Chombo users are strongly encouraged to download, install, and use Vislt. Developtent of Vislt
for Chombo ANE. datasets 15 ongoing and future releases of Vislt should provide addiion functionality for Chombo ANE. datasets.

The development of Vislt for Chembe datasets is being done by VACET (Visualization and Analytice Center for Enabling Technologies).
STATUS: No longer being maintained or developed (see abowe),

Contact ChomboWis Development Team

Eeturn to ANAG Home Page
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o PlEJacouelinerChen (SNIE=CA),
IRCIierawandee:

o Accomplishmeni(s)

— Algerthms for feature
Segmentation, tiacking, and
analysis.

— Coe-authors on multiple papers.

o Science Impact(s)

— New capablility: first-ever ability to
see relationship between
Simulation parameters (e.g., level
of turbulence) and scalar
dissipation rate.

Sum of wing for segments with (y|0.4 < £ < 0.44) < y*
-600  -500 -400 -300 -200 -100 0
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Climate Modeling

oL CIDATE CominantEgRpiy e omainFSPECIICVIS
PplcCateRNeIRCmaLE date

— NEEdFVeERAignuiwergnlinran/ e gt integration.
s e SEG developea SESG (SImple and Elexinie
ne Grapn)linrary and integrated and deployed It

Cloudiness 1990-2000 - Surface Temperature and Cloudiness
ncar_ccsm3_0 runl ncar_ccsm run 1 1980-1990

. Latitude

Slice Color

50.0

w
W
a
1=
i=)
3
o
o

01/01/1980
229.2 259.5 285.8
25.000 50.000 75.000 100.000 Surface Temperature

Heightfield Color




PRI DaverRandali(CSu)r SCIDAEC
Application: ReleeifCloudsiin Glenal

Climate

Accomplishments
—  [Dehug and eptimize: parallel /O 1o meet peromance

OlJECLIVES:
—  New visualization|infrastructure for icesahedraligrid.

Science Impact
Enable effective use ofi INCITE allocation at NERSC

Critical s/w! infrastructure to enable visualization and
analysis of ensemble runs of new global cloud models.
Other Collaborators:

— NERSC Center staff

— Karen Schuchardt (PNNL)

Science

U.S. DEPARTMENT OF Office of
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Utzlnt's alggigerie) Wer i = Tuvok’s Clearview mode,
dimensional transSter ftNCLIONS IS | 7. o
Peing productized torreach a Wlder
audience. e

= SILIVR library and its next generations| - :

SEDAC 2008 |
replacement, Tuvok. D

— SLIVR' Is integrated into Vislt; Tuvok
iIntegration planned.

o [
v e 2 e

(a) Splat-based volume rendering. (b) 3D texture-based volume ren- (c) SLIVR volume rendering.
dering.




SCIEncEe mpact

Production-Quality, Petascale capanie
seitware inirastrcture

Eield-leading, award-winning| research

Progress towards petascale 155!
Effective use of ASCR Computing resources /-
Service and Outreach

’” HN'
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" Pie | have eaten

| Pie I have not
yvel eaien
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