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1 Executive Summary

The National Energy Research Scientific Computing Center (NERSC) is the primary
computing center for the DOE Office of Science, serving approximately 4,000 users and
hosting about 550 projects that involve nearly 700 codes for a wide variety of scientific
disciplines. In addition to large-scale computing resources NERSC provides critical staff
support and expertise to help scientists make the most efficient use of these resources to
advance the scientific mission of the Office of Science.

In January 2011, NERSC and DOE’s Office of Advanced Scientific Computing Research
(ASCR) held a workshop to characterize HPC requirements for ASCR research over the
next three to five years. The effort is part of NERSC’s continuing involvement in
anticipating future user needs and deploying necessary resources to meet these demands.

The workshop revealed several key points, in addition to achieving its goal of collecting
and characterizing computing requirements. Chief among them:

1. ASCR projects will need more than one billion hours of computing time at
NERSC in 2014 to meet their research goals and help enable world-class
scientific discovery at Office of Science HPC facilities. Approximately one-half
of these hours are self-reported requirements for visual analytics.

2. Applications will need to be able to read, write, and store 100s of terabytes of data
for each simulation run. Many petabytes of long-term storage will be required to
store and share data with the scientific community.

3. Access to appropriate resources and support for workflows involving many small
and medium-sized runs is required.

4. ASCR projects need access to, and robust support for, a rich set of software
applications, libraries, and tools.

This report expands upon these key points and adds others. The results are based upon
representative samples, called “case studies,” of the needs of science teams within ASCR.
The case studies were prepared by ASCR workshop participants and contain a summary
of science goals, methods of solution, current and future computing requirements, and
special software and support needs. Participants were also asked to describe their
strategy for computing in the highly parallel, “multi-core” environment that is expected
to dominate HPC architectures over the next few years.

The report also includes a section with NERSC responses to the workshop findings.
NERSC has many initiatives already underway that address key workshop findings and
all of the action items are aligned with NERSC strategic plans.

Large Scale Computing and Storage Requirements for Advanced Scientific Computing Research 6



2 About the Office of Advanced
Scientific Computing Research
(ASCR)

The Advanced Scientific Computing Research (ASCR) program discovers, develops, and
deploys the computational and networking capabilities that enable researchers to analyze,
model, simulate, and predict complex phenomena important to the Department of Energy.
Advanced mathematics and computing provide the foundation for models and
simulations, which permit scientists to gain insights into problems ranging from
bioenergy and climate change to Alzheimer's disease. ASCR and its predecessor
programs have led these advances for the past thirty years by supporting the best applied
math and computer science research, delivering world class scientific simulation
facilities, and working with discipline scientists to deliver exceptional science.

ASCR’s basic research and computing facilities are world class. The Research Division
supports research and development in Applied Mathematics, Computer Science, and Next
Generation Networks. The Research Division disseminates and further expands ASCR’s
computational expertise and intellectual resources through its Computational Partnerships
with science organizations in the Office of Science. These partnerships are realized
through SciDAC Institutes (see the inset below about the SciDAC program), SciDAC
Scientific Computations Applications Partnerships, and Exascale Co-Design.

The Facilities Division is responsible for three supercomputing facilities — facilities that
house some of the world’s fastest supercomputers -- at the Oak Ridge Leadership
Computing Facility (OLCF), the Argonne Leadership Computing Facility (ALCF), and
the National Energy Research Scientific Computing Center (NERSC), as well as the
Energy Sciences Network (ESnet) that facilitates scientific collaborations and the sharing
of scientific data. ASCR is guided by science needs and requirements of applications that
are critical to the DOE and the nation. Today, modeling and simulation are integral parts
of the “scientific method.” A good simulation can inform experiment design to assure the
return of high-quality experimental data. A high-fidelity simulation is indispensable for
the analysis of physical phenomena. The demand for scientific rigor and defensibility in
modeling and simulation requires verification, validation, and uncertainty quantification
(V&V and UQ). With the unprecedented data available today and becoming even more
available in the future (from both observations and simulations), data analytics and data
management are rapidly gaining importance as interdisciplinary research and
development areas. The demand for computing resources, in terms of processor hours,
data transmission and storage, application software, workflow, analysis tools, HPC
support, etc., will only increase.

Large Scale Computing and Storage Requirements for Advanced Scientific Computing Research 7



At the same time, high-performance
computers are undergoing architectural
changes. It is generally agreed that

power density already limits the
frequency at which semiconductor
chips can operate, and future

simulation speed-ups will come from
exploiting  increased  fine-grained
parallelism on energy-efficient many-
and multi-core processors. These
constraints of physics and engineering
are forcing a paradigm shift in the way
scientific simulation and analysis
codes are written and executed. Instead
of optimizing the total number of
calculations, programmers will need to
put a premium on maximizing data
locality and reducing data movement.
Many computational scientists have
not experienced such a paradigm shift.
This may spur changes in basic
understanding of algorithms, operating
systems, programming models,
performance analysis and tuning— in
other words, to prepare for exascale
computing, much of the basic research
supported by ASCR may undergo
significant changes in directions and
focus as well!

Today ASCR is at a critical juncture.
Demand for high-performance
computing is increasing rapidly at the
same time high-performance
computing paradigms are changing
radically. It is in this climate that this
requirement workshop attempts to

® SciDAC

8 Scientific Discovery
through
Advanced Computing

The SciDAC program was initiated in 2001 as
a partnership involving all of the Office of
Science (SC) program offices to dramatically
accelerate progress in scientific computing
that delivers breakthrough scientific results
through partnerships comprised of applied
mathematicians, computer scientists, and
scientists from other disciplines. The SciDAC-2
projects, re-competed in 2006, have now ended.
In 2011, ASCR-funded SciDAC-3 Institutes were
re-competed; three projects, focusing on
applied mathematics, computer science, and
uncertainty quantification, were selected.
Competitions  for targeted Scientific
Computation Application Partnerships are
ongoing and selections are expected later in
FY12.

Through partnerships with ASCR-funded
mathematicians and computer scientists,
SciDAC applications pursued computational
solutions to challenging problems in climate
science, fusion research, high energy physics,
nuclear physics, astrophysics, material science,
chemistry, particle accelerators, biology and
the reactive subsurface flow of contaminants
through groundwater.

Today the SciDAC program is recognized as
the leader in accelerating the use of high-
performance computing to advance the state of
knowledge in science applications.

cover areas of ASCR research and development that may become more prominent in the
future and help understand computing needs in a rapidly changing landscape.
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3 About NERSC

The National Energy Research Scientific Computing
(NERSC) Center, which is supported by the U.S.
Department of Energy’s Office of Advanced Scientific A
Computing Research (ASCR), serves more than 4,000
scientists working on about 550 projects of national
importance. Operated by Lawrence Berkeley National
Laboratory (LBNL), NERSC is the primary high-performance computing facility for
scientists in all of the research programs supported by the Department of Energy’s Office
of Science. These scientists, working remotely from DOE national laboratories;
universities; other federal agencies; and industry, use NERSC resources and services to
further the research mission of the Office of Science (SC). While focused on research that
supports DOE's missions and scientific goals, computational science conducted at
NERSC spans a range of scientific disciplines, including physics, materials science,
energy research, climate change, and the life sciences. This large and diverse user
community runs hundreds of different application codes. Results obtained using NERSC
facilities are citied in about 1,500 peer reviewed scientific papers per year. NERSC
activities and scientific results are also described in the center’s annual reports, newsletter
articles, technical reports, and extensive online documentation. In addition to providing
computational support for projects funded by the Office of Science program offices
(ASCR, BER, BES, FES, HEP and NP), NERSC directly supports the Scientific
Discovery through Advanced Computing (SciDAC') and ASCR Leadership Computing
Challenge” Programs, as well as several international collaborations in which DOE is
engaged. In short, NERSC supports the computational needs of the entire spectrum of
DOE open science research.

National Energy Research
Scientific Computing Center

The DOE Office of Science supports three major High Performance Computing Centers:
NERSC and the Leadership Computing Facilities at Oak Ridge and Argonne National
Laboratories. NERSC has the unique role of being solely responsible for providing HPC
resources to all open scientific research areas sponsored by the Office of Science. The
Leadership Computing Facilities support a more limited number of select projects, whose
research areas may not span all Office of Science objectives and are not restricted to
mission-relevant investigations.

This report illustrates NERSC alignment with, and responsiveness to, DOE program
office needs, in this case, the needs of the Office of Advanced Scientific Computing
Research. The large number of projects supported by NERSC, the diversity of application
codes, and its role as an incubator for scalable application codes present unique
challenges to the center. As demonstrated by the overall scientific productivity by

" http://www.scidac.gov
2 http://www.sc.doe.gov/ascr/incite/AllocationProcess.pdf
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NERSC users, however, the combination of effectively managed resources and excellent
user support services, the NERSC Center continues its 35-year history as a world leader
in advancing computational science across a wide range of disciplines.

For more information about NERSC visit the web site at http://www.nersc.gov.

Large Scale Computing and Storage Requirements for Advanced Scientific Computing Research 10



4 Workshop Background and Structure

In support of its mission and to maintain its reputation as one of the most productive
scientific computing facilities in the world, NERSC regularly collects user requirements
from a variety of sources. Methods include scrutiny of the NERSC Energy Research
Computing Allocations Process (ERCAP) allocation requests to DOE; workload
analyses; and discussions with DOE program managers and scientist customers who use
the facility.

In January 2011, NERSC and the DOE Office of Advanced Scientific Computing
Research (ASCR, which manages NERSC), held a workshop to gather HPC requirements
for current and future science programs funded by ASCR. This report is the result.

This document presents a number of consensus findings. The findings are based upon a
selection of case studies that serve as representative samples of NERSC research
supported by ASCR. The case studies were chosen by the DOE Program Office Manager
and NERSC personnel to provide broad coverage in both established and incipient ASCR
research areas. Since ASCR supports many research endeavors in these fields the case
studies presented here do not represent the entirety of ASCR research.

Each case study contains a description of scientific goals for today and for the future, a
brief description of computational methods used, and a description of current and
expected future computing needs. Since supercomputer architectures are trending toward
systems with chip multiprocessors containing hundreds or thousands of cores per socket
and perhaps millions of cores per system, participants were asked to describe their
strategy for computing in such a highly parallel, “multi-core” environment.

Requirements presented in this document will serve as input to the NERSC planning
process for systems and services, and will help ensure that NERSC continues to provide
world-class resources for scientific discovery to scientists and their collaborators in
support of the DOE Office of Science, Office of Advanced Scientific Computing
Research.

NERSC has been conducting requirements workshops for each of the six DOE Office of
Sciences offices that allocate time at NERSC (ASCR, BER, BES, FES, HEP, and NP).
The process began in May 2009 (with BER) and concluded in May 2011 (with NP). The
target for science goals and computing requirements has been approximately 2013 or
2014 for each workshop.

Specific findings from the workshop follow.

Large Scale Computing and Storage Requirements for Advanced Scientific Computing Research 11



5 Workshop Demographics

5.1 Participants

Name Institution Area of Interest 1;5;:35
Yukiko Sekine DOE ASCR NERSC Program Manager
Karen Pao DOE ASCR Applied Math Program Mgr
Alok Choudhary Northwestern Univ. Parallel I/O m&44
Erich Strohmaier LBNL Computer Science & m1270
Performance Evaluation
Osni Marques LBNL Math Software m340
Esmond Ng LBNL Math Software mpl27
Arie Shoshani LBNL Data and Analytics sdmstor
Wes Bethel LBNL Data and Analytics m636
Kwan-Liu Ma UC Davis Data and Analytics
Nagiza Samatova NC State Univ. Data and Analytics
Rob Ross ANL Data and Analytics
Charles Tong LLNL Applications - Uncertainty
Quantification
Johan Larsson Stanford University Applications m837
Sanjiva Lele Stanford University Applications m&37
John Bell LBNL Applications mplll, m1055
Richard Gerber NERSC Workshop Facilitator
Harvey Wasserman NERSC Workshop Facilitator
Kathy Yelick NERSC NERSC Director

Large Scale Computing and Storage Requirements for Advanced Scientific Computing Research
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5.2 NERSC Projects Represented by Case Studies

The NERSC projects represented by the workshop case studies are listed in the table
below, along with the number of NERSC hours used by those projects in 2010. The
workshop attendees represented a large fraction of the ASCR research performed at
NERSC, with 85% of the hours used by NERSC ASCR projects were represented by the
Principle Investigator or a senior researcher. Two additional projects, m888, “NERSC /
Berkeley Lab Advanced Technology Group Center of Excellence,” and m1055, “APDEC
Applied Differential Equations Center,” are also included in the report.

NERSC
Project

ID
(Repo)

m8&88

m8&37

mplll

m636

m1055

mpl27

mp215

m340

NERSC Project Title

Advanced HPC Programming
Technologies Center

High-fidelity simulations of
supersonic turbulent mixing
and combustion

Simulation and Analysis of
Reacting Flows

SciDAC?2 Visualization and
Analytics Center for Enabling
Technologies

APDEC: Applied Differential
Equations Center (SciDAC)

High Performance Sparse
Matrix Algorithms

UPC, CAF and Titanium

Installation, Testing and
Evaluation of ACTS Tools

Total Represented by Case Studies
All ASCR at NERSC in 2010
Percent of NERSC ASCR Represented by Case Studies

Principal
Investigator

John Shalf

Sanjiva Lele

John Bell

Wes Bethel

Phillip Colella

Esmond Ng

Katherine Yelick

Osni Marques

Workshop
Speaker

Johan Larsson
Sanjiva Lele

John Bell

Wes Bethel

Esmond Ng

Erich
Strohmaier

Osni Marques

Large Scale Computing and Storage Requirements for Advanced Scientific Computing Research

Hours Used
at NERSC
in 2010

5.6 M

4.6 M

4.4M

1.4M

1.0M

04 M

04 M

10K
17.8 M

21 M
85%
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6

6.1

Findings

Summary of Requirements

The following is a summary of consensus requirements derived from the case studies.

6.1.1

6.1.2

b)

ASCR projects will need more than 1 billion hours of computing
time at NERSC in 2014 to meet their research goals and help
enable world-class scientific discovery at Office of Science HPC
facilities.

This is 52 times more than ASCR projects used at NERSC in 2010.

About one-half of the hours PIs report they need are for a data visualization and
analytics project.

Increased time is needed for development, testing, and implementation of
petascale applications at scale.

The need for in-situ visualization and data analysis will require at least a 15%
increase in hours used by large-scale applications.

The growing demand for code verification and validation, along with uncertainty
quantification, will require at least an additional 10% increase in available
computing hours.

A need for 1 billion hours in 2014 is consistent with historical trends in the

growth of ASCR usage at NERSC since 2002.

Applications will need to be able to read, write, and store 100s of
terabytes of data for each simulation run. Many petabytes of long-
term storage will be required to store and share data with the
scientific community.

Data analysis and visualization files will be large as world-class simulations
continue to grow.

Extremely large checkpoint files, written often, will be required to guard against
job failures.

Projects need long-term storage of massive datasets for distribution to the
scientific community.

Access to appropriate resources and support for workflows
involving many small and medium-sized runs is required.

Scientific codes and results derived from their runs will be subject to greatly
increasing demands for verification, validation, and uncertainty quantification.
This will require unprecedented number of runs at less than full scale.
Post-processing data analysis and visualization are required and will not be
replaced by in-situ analysis. Some analytic applications are /O and memory
intensive (8 GB/core).

Large Scale Computing and Storage Requirements for Advanced Scientific Computing Research 14



6.1.4 ASCR projects need access to, and robust support for, a rich set of

a)
b)

c)

d)

6.2

software applications, libraries, and tools.

An optimized version of the HDF5 I/O library is crucial.

The Vislt visualization application is needed by many projects. In-situ analysis
and post-processing of massive data sets require that Vislt can run at scale and on
the same platform as the scientific applications.

Optimization tools and libraries are required to enable scientific applications to
scale to petascale and exascale. These include PAPI, Tau, IPM, CrayPat,
HPCToolkit.

Tools for efficiently handling petabytes of data are needed.

Other Significant Observations

The following are topics NERSC observed at the workshop and in the case studies. All
of these have been heard in workshops held with other Office of Science program offices.

HPC system architectures are expected to continue trending towards using huge
numbers of low-power, simple cores, with increasing numbers of core per CPU
socket. This will necessitate a shift in programming methods to use these
machines, but the future of programming is vastly uncertain. The day of pure MPI
codes is likely over, even for mid-range computing. The overhead of MPI is too
high per task and traditional methods of programming with MPI use too much
memory per core. The most common first approach being used by projects is to
augment coarse-grained MPI parallelism with OpenMP threading, which enables
fine-grained parallelism and encourages memory reuse among threads. Other
projects are investigating the so-called Partitioned Global Address Space (PGAS)
languages and programming GPUs using CUDA, CUDA Fortran, /OpenCL, or
directive-based solutions. There is some skepticism that OpenMP will be an
appropriate programming model for expressing and achieving performance.

Rewriting codes based on a new programming model is expensive and scientists
don’t want to invest in unproven and uncertain technologies. In a university
scientific research setting there is a reluctance to spend student and post-doc time
reprogramming codes, which delays publication and graduation rates, and may
result in programs that become quickly obsolete if a competing programming
model wins out.

Most scientific applications can function well with 1-2 GB of memory per core,
but analysis codes benefit greatly, and may require, up to 8 GB/core. Because
many large NERSC projects compute on a variety of machines, then tend have
version that can run in low-memory environments.

Large Scale Computing and Storage Requirements for Advanced Scientific Computing Research 15



* Projects would like development and hosting of code development, collaboratory,
and data-sharing interfaces and portals. Examples include web portal hosting, and
hosting code development repositories (e.g. subversion, Git).

* Access to prototype architectures is important to ASCR projects for developing
new languages, algorithms, and analysis tools.

6.3 Computing Requirements

The following table lists the computational hours required by research projects
represented by case studies in this report. One project did not have an allocation of
resources at NERSC in 2010. “Total Scaled Requirement” at the end of the table
represents the hours needed by all 2010 ASCR NERSC projects if increased by the same
factor as that needed by the projects represented by case studies in this report. About
one-half of the hours PIs report they need are for the project marked with an asterisk (*).

Hours Needed in Increase Over

NERSC Project Title Principal 2014 2010 NERSC
Investigator

Use
Compressible Turbulence and its
Interaction with Shock Waves and Lele 100 M 22
Material Interfaces
Simulation and Analysis of Reacting Bell 50M 11
Flows
Data Analytics and Visualization* Bethel 500 M 360
High Performance Sparse Matrix
Algorithms Ne M >
DOE Advanced CompuTational
Software Collection Marquez 250K 250
Applications and Uncertainty Various No direct needs at | Additional 10%
Quantification NERSC for science runs
APDEC: Applied Differential
Equations Center (SciDAC) Collh 60M 60
Advanced HPC Programming Shalf 36 M 53
Technologies Center
UPC, CAF, and Titanium Yelick 10 M 26
Visualization and Analysis of Volume Additional 15%
and Particle Data from Turbulent Ma for science runs
Combustion Simulations for in-situ vis
Total Represented by Case Studies 758 M 42
Percent of ASCR Workload Represented 85%
Additional 25% for UQ/V&YV and In-Situ Vis x 1.25
All ASCR at NERSC Total Scaled Requirement 1,115 M 42
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7 NERSC Initiatives and Plans

NERSC has initiatives already underway and long-term strategic plans that address some
requirements presented in this report. A brief summary of these initiatives and plans is
presented in this section.

7.1 Compute Resources

The NERSC Hopper system, a Cray XE6 with 1.3 PF/s of peak performance and 120
TF/s performance on a set of representative applications, was installed in the fall of 2010
and went into production on May 1, 2011. Hopper represented a 4-fold increase in
aggregate application performance over the quad-core Franklin system that went into
production in mid-2009. Total allocations in 2011 and 2012 are expected to be about
1.1B hours (a factor of 3.5 over 2010). NERSC has started the procurement process for a
NERSC-7 system, which we anticipate will be available for production computing by
2014 at the latest.

Current technology trends, along with the estimated NERSC funding profile, suggest that
NERSC will not be able to meet the demand stated in this report by 2014. The figure
below, showing the historical growth of ASCR and overall usage at NERSC, indicates
that the need for computational hours to support ASCR in 2014 slightly exceeds that
expected by the historical trend (lower black line) whereas the total number of hours
expected at NERSC, based on current plans and funding profiles, is not growing as fast as
that trend.

Large Scale Computing and Storage Requirements for Advanced Scientific Computing Research 17



ASCR Usage at NERSC

=#—=ASCR Usage =#=All NERSC @ All NERSC Expected
® Workshop Requirement —Linear(ASCR Usage) —Linear(All NERSC)

=
o

X

Log Hours (Normalized to Franklin Cray XT4)
~N

2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

Year

Figure 1: Total usage and ASCR usage at NERSC per year. The red circles represent expected
number of hours at NERSC in future years, based on expected funding. The large blue X denotes
the hours needed by ASCR at NERSC, based on this report.

There is currently great interest in using GPUs to accelerate computations. NERSC has
provided users with the Dirac testbed for exploring this architectural path. There has been
considerable activity in studying the applicability of GPU-based hardware solutions with
impressive performance gains in some CPU-intensive kernels, our NERSC users have
told us that they are not yet prepared to make a substantial investment in a technology
that may not be appropriate for their workload. NERSC will be closely monitoring these
and other low power processor and memory technologies, communicating with vendors
to help them understand the needs of the full workload, and working with the ASCR
community to better understand ways of adapting their algorithms and software to future
systems.

7.2 Data

NERSC plans to continue a constant investment in storage each year; at the planned
budget levels this would result in a four-fold increase in disk capacity in the next four
years. Based on the findings in this report NERSC is largely on track to meet ASCR data
requirements, although it should be noted that some ASCR projects are projecting the
need for 100-300 TB online quotas — which represents a 5-to-15-fold increase over

Large Scale Computing and Storage Requirements for Advanced Scientific Computing Research 18



today’s largest quotas versus our expected 4-fold projected growth. NERSC is
investigating the use of group quotas to satisfy such needs.

NERSC is also investing heavily in improving both capacity and bandwidth for the HPSS
archival storage system. In 2011, NERSC added increased bandwidth to achieve 10
percent of the fastest file system’s aggregate bandwidth. NERSC is also adding a tape
library to increase its archival storage capacity. The NERSC HPSS system is designed to
handle 50% growth per year in amount of I/O and total data stored. The system handled
over 4 PB of I/O in 2010 and grew by 2.2 PB. Additional capacity is expected to grow by
a factor of two each year for the next three to five years. This is in line with conventional
bandwidth guidelines at other centers. NERSC is also working to significantly improve
data movement between HPSS and NGF.

NERSC is also working closely with ESnet to implement the Advanced Networking
Initiative-based 100Gb networks that will bring about significant improvement — 10X —
in data movement capability. NERSC also supports GlobusOnline capability and a
dedicated set of data transfer servers for rapid file transfers. For the foreseeable future
(~five years) these capabilities are likely to represent the primary methods for data
transfer between sites.

7.3 Software

NERSC recognizes the importance of providing scientific software libraries and is
committed to encouraging vendors to install and support these popular libraries and
ensure that they’re optimized for the production platforms. Cray currently provides
optimized versions of PETSc, Global Arrays, Trilinos, HDF5, netCDF, FFTW, and a
large suite of mathematical libraries. The DOE ACTS tools group also provides
optimized versions of important software and works with NERSC to provide user support
when needed.

The HDFS5 library is one of the most commonly used I/O libraries at NERSC and DOE.
For this reason, NERSC partnered with the nonprofit Hierarchical Data Format (HDF)
Group to optimize the performance of the HDFS5 library on modern HPC platforms. This
effort is continuing through UCSD. NERSC is also actively engaged with the HPC
community in improving I/O performance. Efforts have been focused on MPI-IO, file
caching/prefetching/aggregation, and other areas.
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8 HPC Applications and Uncertainty
Quantification

8.1 HPC Applications and Uncertainty Quantification Overview

Ten years ago, the U.S. Department of Energy Office of Science launched an innovative
software development program with a straightforward name — Scientific Discovery
through Advanced Computing, or SciDAC. The goal was to develop scientific
applications to effectively take advantage of the terascale supercomputers then becoming
widely available. Today, both the program and its goal are major focuses of the Office of
Advanced Scientific Research as supercomputers move to the petascale and exascale.

Many of the biggest users of ASCR allocations at NERSC are working on applications
based on solving partial differential equations (PDEs). PDEs are used heavily in
turbulence, combustion, and astrophysics modeling. Typically, these applications deploy
mature numerical methods whose properties are well understood either mathematically or
empirically, with application-specific modifications. The major computational challenge
today is scalability, both for running at NERSC and competing for INCITE allocation
time on either the OLCF or the ALCF.

Exascale computing brings new challenges. Traditionally, PDE-based applications have
expected a 10-fold increase in resolution for each 1,000-ford increase in compute
capability, but this is not expected to happen going exascale: the processors will not be 10
times faster and there will not be 1,000 times more memory available. Instead, the
increase in computational power will be delivered by massive parallelism and data
movement will be the limiting factor. Scalability, therefore, becomes an even more
pressing concern for these applications. However, exascale computing also presents an
opportunity. Application scientists may incorporate “more physics” instead of increasing
resolution to improve the fidelity of the simulation. Exascale computing may also spur
the development and deployment of uncertainty quantification (UQ) techniques to
establish confidence levels in computed results and deliver predictive science.

For PDE-based applications, memory management will be key in going exascale.
According to the report of the workshop on Crosscutting. Technologies for Computing at
the Exascale (http://www.exascale.org/iesp/[ESP:Documents), mathematicians may need
to consider the following in designing algorithms for exascale applications:

* Recast applied math algorithms/PDE discretization to reflect shift from FLOP-
centric to memory-constrained hardware;

* New algorithms with more compute, less communication;

* Applications must care more about fault tolerance and resilience; and

* Checkpoint-Restart may not work with current storage & I/O systems.
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In the decade of stockpile stewardship — that is, no new, full-up, integral nuclear
experiments — using simulation and modeling become the main tools to ensure the
safety and reliability of existing nuclear stockpile. However, since most experimental
data are “integral” in nature, they do not have a simple relationship to the models used in
the simulations, and in general do not directly validate any individual physics model in
the multi-physics context. Thus the need to understand the uncertainties — being able to
quantify the confidence in the modeling and simulation efforts that lead to an annual
certification -- in nuclear weapons application modeling and simulations became more
obvious as experiments become harder and more expensive to conduct.

An emphasis on Uncertainty Quantification (UQ) is a relatively new development for the
Office of Science. The need for UQ for the climate modeling community has recently
become clear: like the weapons community, no full-up integral experiment can be
conducted, and like the nuclear weapons community, many uncertainties exist in
individual “physics” models and the data can only “validate” integrated systems. And,
like the weapons community, there is a need to be able to express the level of confidence
in the simulation and modeling effort.

UQ has not historically been a major concern for scientific discovery, but as the cost of
computing resources becomes higher, UQ will become more important as a mechanism
to validate the fidelity and societal impact of simulations.

Uncertainty quantification is on the critical path of ASCR’s March to Exascale. In 2010,
ASCR made a modest investment in mathematical methods of uncertainty quantification.
These are ongoing research projects with limited scopes. Even though today there are few
UQ activities on ASCR facilities, it is anticipated that these activities will increase over
time. For the UQ Case Study we are going to look at an example from a programmatic
application at a weapons lab as a reference point on possible requirements for science
applications.

Three case studies in applications and uncertainty quantification follow.
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8.2 Applications and Uncertainty Quantification Case Studies

8.2.1 Compressible Turbulence and its Interaction with Shock Waves
and Material Interfaces

Principal Investigator: Sanjiva Lele (Stanford University)
Contributors: Johan Larsson (Stanford University)
NERSC Repository m837

8.2.1.1 Summary and Scientific Objectives

The focus of this work (sponsored under the DOE SciDAC-2 program) is on
compressible turbulence and the fundamental physics of shock/turbulence interactions
and shock/material interface interactions. The goal is to elucidate the underlying physics
of these processes, which will lead to better engineering models. The work is applicable
to a wide range of problems, including high-speed flight and propulsion, astrophysics,
inertial confinement fusion, and medical procedures involving shocks (e.g., removal of
kidney stones).

The research is mainly focused on canonical problems, including the interaction between
isotropic turbulence and a normal shock wave. This problem is difficult to study
experimentally, which implies that high-fidelity simulations have a major role to play.

8.2.1.2 Methods of Solution

We solve the compressible Navier-Stokes equations for a perfect gas (or a mixture of
perfect gases). The numerical method solves the weak form of the equations, i.e., it
captures discontinuities (shocks and material interfaces) correctly. The method is a rather
novel solution-adaptive algorithm, which applies different numerics to discontinuities and
broadband turbulence. The method was first developed and implemented in the Hybrid
code, which is a research code limited to Cartesian geometries (e.g., canonical problems).
In subsequent work, the algorithm was modified for general-purpose, unstructured-grids
and implemented in the Charles code. Both codes are parallelized using MPI, including
I/O. The algorithm is fully explicit in both space and time, and the implementation uses
fully non-blocking communication.  This leads to very good parallel scaling
characteristics; e.g., above 98% weak scaling efficiency when going from 8 to 65,536
cores on the BG/P machine at ALCF.

The memory footprint of these codes is small for most computations: between 60 and 500

doubles per grid point depending on the code (structured or unstructured) and problem
(single or multiple gases). The exception to this is for combustion simulations, where the
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combustion chemistry is pre-computed and tabulated. The chemistry table typically
requires about 1 GB of storage space (kept in memory).

8.2.1.3 HPC Requirements

We run a spectrum of different types of simulations. In 2010, some typical runs were:

* Big (3 runs): 2.5 billion grid points, run on either 65,536 cores on the BG/P
machine at ALCF for about 18 hours or on 12,288 cores on the Cray XT-4 at
NERSC for about 48 hours. These runs generated about 2 TB of data each.

e  Small (hundreds of runs): 2 — 50 million grid points, run on 64 — 512 cores either
on a Dell cluster at Stanford or on the Cray XT-4 at NERSC.

* Post-processing (excluding visualization): e.g. sequentially reading in 100
snapshot files, computing various statistics, filtering, etc. This is a completely
memory-limited process, with the number of cores chosen to fit in memory
(typically 256-512 cores for a few hours). This involves a very interactive and
iterative work-flow: e.g., first computing some quantity, when looking at this
result realizing that we should compute some other quantity, etc.

In 2010 we used a total of 12M hours on the BG/P at ALCF, 4.6M hours on the Cray XT-
4 at NERSC, and very roughly 1M hours on the Dell-cluster at Stanford.

We also note that we store the computed data (snapshots of the solution) for several
years, and go back and re-analyze the data (to answer slightly new questions) several
times. Therefore long-term storage is very important to us.

By 2014 our research and computational requirements will have changed in the following
ways:

*  Fundamental shock/turbulence physics: To test our recent hypotheses on the
physics of the interaction process (that have come out of our current large-scale
runs), we need to run a few (two or three) very large simulations. The grids would
have 4-8 times more grid points, so 10B-20B grid points. On the current Cray XT-
4 architecture, this implies 3M-9M core-hours per run, using very little memory
(about 4 TB aggregate memory). We would need to store about 10 TB of data per
run.

*  Modeling development and validation: Predictive models are very important for
engineering (e.g., design of high-speed vehicles or ICF technologies) and science
applications (e.g., investigations into supernovae explosions). Development and
validation of improved predictive models will require many small-to-medium
sized runs, in the range of 2M — 200M grid points (higher numbers for more
complex/realistic geometries). On current architectures, these runs would require
10-4,000 cores.

* Reactive flow modeling: For chemically reacting high-speed turbulent flows (e.g.,
nuclear reactions in ICF and supernovae, fuel/oxidizer in propulsion devices) we
are using tabulated pre-computed chemistry. These tables are read-only, accessed
very frequently (every grid point, every time step) and currently require roughly 1
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GB of memory. While we currently keep one copy of the table in memory for
each core, this is not necessary — it would suffice to keep one copy in memory for
each node (on current architectures). Thus the main additional requirement from
these types of runs is the need for at least 2 but preferably 4 GB of memory per
shared-memory node.

The overall increase in core-hours and disk-usage is easiest to estimate from our biggest
runs (item 1 above): these are 5-10 times larger than current runs, both in terms of core-
hours, memory-usage, and disk-usage.

8.2.1.4 Computational and Storage Requirements Summary

Current (2010 NERSC) 2014 Requirement

Computational Hours 17M 100 M

Parallel Concurrency 66 K (big), 2 K (medium) 500 K (big), 10 K (medium)
Wall Hours per Run 12 -24 24 — 48
Aggregate Memory 1 TB (big) 4 TB (big)
Memory per Core 16 MB 16 MB

1/O per Run 1 —2 TB (big) 10 TB (big)
On-Line Storage Needed 10 TB 100 TB

Data Transfer

Archival Storage 10 TB 200 TB (accrued)

8.2.1.5 Support Services and Software

We currently use the Vislt visualization software, and the associated Silo library to
generate files for visualization. In addition, it is useful (but not strictly necessary) to have
access to Matlab on a high-memory portion of a cluster.

8.2.1.6 Emerging HPC Architectures and Programming Models

The PSAAP center at Stanford has a computer science component that is developing a
domain-specific language (called Liszt) that can be compiled for CPUs, GPUs, or other
architectures. Part of the PSAAP-work will be to implement a module of one of our
codes in the Liszt language. In separate work, a student has modified a different legacy
code at our Center from pure MPI to hybrid MPI/OpenMP. This was done in an effort to
save memory, and has worked out really well.

With respect to the two codes used in the research described here, our strategy has been

(and still is) to “wait-and-see” which programming model emerges as the best before
undertaking major coding efforts.
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8.2.2 Simulation and Analysis of Reacting Flows

PI: John B. Bell (Lawrence Berkeley National Laboratory)
NERSC Repository mp