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Cover image: Visualization based on a simulation of the density of a
fuel pellet after it is injected into a tokamak fusion reactor. See page
40 for more information.
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THE YEAR IN PERSPECTIVE

In the future we may remember the spring of 2005 as the time when rapidly rising gas prices brought
home to the average consumer the fact that fossil fuels are indeed a limited resource. While a public
debate over possible responses and new long-term approaches to this problem has barely begun, we
find it fascinating that computational science research carried out using NERSC resources in 2004 is
addressing one of the fundamental questions that may hold the key to solving our energy problem.
There is growing enthusiasm in the scientific community for a possible solution to this problem
through a better understanding of processes in nature that convert solar to chemical energy.
Photosynthesis in plants accomplishes this process with 97 percent efficiency, while our best human-

engineered solar cells convert only about 9 to 14 percent of the light!

One of the scientific projects at NERSC aims to increase understanding of the complex chemical processes that
occur during photosynthesis, taking in carbon dioxide and producing oxygen in the process. This project, led by
William Lester of UC Berkeley and described in detail in this annual report, is important on several levels. First,
plants and bacteria are the world’s foremost means of “carbon sequestration,” or removing carbon from the
atmosphere in the form of CO, — a process which has enormous implications for climate change and global
warming. Additionally, photosynthesis is an example of fundamental electron chemistry and is an efficient energy
transfer system — processes which are important in many areas of scientific research. But most importantly for
the NERSC community, this project was selected under a new competitive program, entitled Innovative and
Novel Computational Impact on Theory and Experiment (INCITE), conceived by Dr. Raymond Orbach, Director
of the DOE Office of Science. The goal of the program was to select a small number of computationally inten-
sive large-scale research projects that can make high-impact scientific advances through the use of a substan-
tial allocation of computer time and data storage at the NERSC Center.

The first full year of the INCITE program at NERSC in 2004 brought some truly outstanding scientific results
using our computational resources. In addition to the better understanding of energy transfer mechanisms in
photosynthesis, INCITE researchers investigated stellar explosions and the contribution they make to the abun-
dance of intermediate-mass elements. They also used NERSC to gain greater insight into fluid turbulence and
mixing at high Reynolds numbers. From accomplishments such as these, it is clear that we really have entered
the new era when computational science is an equal partner with theory and experiment in making scientific
progress. All the INCITE results and dozens more are described in our annual report. They demonstrate that
NERSC continues to provide one of the most effective and productive high-end capabilities for computational
science worldwide.

Supercomputing continues to evolve at a rapid rate. While there are several systems at other sites that claim
records of one sort or another, our 10 Tflop/s Seaborg system continues to break new ground when it comes to

1
The Year in Perspective



reliability and productivity using a unique resource. In 2004 NERSC has
moved aggressively to devote a greater share of its processing time to
jobs running 512 processors or more. On average, now more than half of
all jobs on Seaborg fall into this category, and towards the end of the
year these large jobs used around 78% of the system, a dramatic
improvement over last year. One of these jobs was a calculation of an
entire year's worth of simulated data from the Planck satellite, which ran
on 6,000 processors in just two hours.

NERSC users already have the benefit of exploring the scalability of their
applications to thousands of processors, and consequently will be ready for
the next generation of supercomputer platforms with tens of thousands of
processors. Scaling to larger numbers of processors is not only a challenge
for algorithms and applications, but it also exposes other limits implicitly
built into our thinking and our systems. For example, when trying to tune
the performance of codes running on large numbers of processors, most
of the existing performance tools exhibited large overhead, and NERSC
staff had to develop Integrated Performance Monitoring (IPM). IPM has
extremely low overhead and is scalable to thousands of processors. Of
course |IPM was applied to analyze the INCITE applications, and helped
to make the most effective use of their allocations. This is a beautiful
example of how the integration of powerful computing systems and excel-
lent staff at NERSC are creating productivity gains for computational sci-
entists that are not easily obtained elsewhere.

On the national scene, a number of new activities that were initiated in
2002 and 2003 were completed in 2004 and will hopefully make a pro-
found impact on computational science and high performance computing
in the U.S. The High End Computing Revitalization Task Force (HECRTF)
report was released in March 2004, providing the blueprint for further
development of high-end computing in the U.S. and defining areas of
collaboration for Federal agencies. The second volume of the “Science-
Based Case for Large-Scale Simulation” (SCalLeS) report demonstrated the
wealth of applications and the potential of scientific progress enabled by
next-generation platforms. Finally, the National Research Council study
“Getting Up to Speed: The Future of Supercomputing” was released in
November 2004, and makes a powerful case for the importance of super-
computing both for conducting basic scientific research, as well as for
ensuring the economic and physical well-being of the country. These
reports give us a glimpse of what simulations are possible at sustained
speeds in the range of tens to hundreds of teraflop/s, and lay out the
critical research issues that the community needs to address in order to
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reach petascale computing performance. This is exciting news, because we are
thinking big again in supercomputing. It remains to be seen how well this
enthusiasm will translate into future budgets, but it is highly satisfying to see
so many NERSC users being deeply engaged in these strategic processes and
helping to build our future. Clearly the DOE computational science community,
in particular NERSC users, are ready to take the lead in moving up to the next
level of computational science.

Several steps towards this bright future will happen at NERSC in 2005. NERSC
will acquire and put into production two new computing systems that will take
over some of the existing capacity user workload from Seaborg, making even
more time available on Seaborg for large-scale capability computing. This will
be just an intermediate step towards our next big acquisition, NERSC-5, which
will also be initiated in 2005. Thanks to the support from our program manage-
ment at the DOE Office of Advanced Scientific Computing Research, the
NERSC budget has been set at a level that makes all these ambitious plans
feasible. Thus we are confidently looking forward to another year of both scien-
tific and computing accomplishments at NERSC. As always, this progress would
not be possible without the NERSC staff, who continue to tirelessly dedicate
their time, skill, and effort to make NERSC the best scientific computing
resource in the world. Our special thanks to all of you.

Horst D. Simon

NERSC Center Division Director

William T. C. Kramer

Division Deputy and NERSC Center General
Manager
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ADVANCES IN COMPUTATIONAL SCIENCE

As the premiere computational science facility for the DOE Office of Science, NERSC plays a major
role in a wide range of discoveries — from predicting the properties of experimental nanostructures, to
finding a surprising triggering mechanism for supernova explosions that explains previously puzzling
observations. As a partner in discovery, NERSC works with scientists to steadily expand the capabil-

ities of scientific computation. This section highlights some of the results of this partnership in 2004.
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FOLLOW THE ENERGY

SIMULATIONS ARE UNRAVELING THE DETAILS OF ENERGY TRANSFER IN

PHOTOSYNTHESIS

Photosynthesis may hold the key to solving one of humanity’s most pressing problems: finding a

clean, efficient, carbon-neutral, and sustainable source of energy to replace fossil fuels and slow

down global warming.

While commercially available photovoltaic cells in
solar panels convert only 9 to 14 percent of the sun-
light they absorb into electrical energy, the initial
photosynthetic steps of energy and electron transfer in
green plants and cyanobacteria are 97 percent effi-
cient. Photosynthesis also removes some carbon
dioxide, the most important greenhouse gas, from the
atmosphere, converting the carbon to carbohydrates.

Nature has a lot to teach us, if we can figure out
how photosynthesis works at the level of electrons in
molecules.

Researchers are taking a big step toward that under-
standing with the project “Quantum Monte Carlo
Study of Photoprotection via Carotenoids in Photo-
synthetic Centers,” one of the first projects funded
by the DOE Office of Science’s Innovative and Novel
Computational Impact on Theory and Experiment
(INCITE) program. Led by theoretical chemist William
Lester, Jr. of the University of California, Berkeley and
Lawrence Berkeley National Laboratory, the project
used about 1.4 million processor hours on NERSC'’s
IBM supercomputer, Seaborg, in 2004. (The “quan-
tum Monte Carlo” in the project title is a statistical
model for studying strongly correlated systems such
as electrons in molecules. “Photoprotection” is a
defense mechanism within the photosynthetic sys-
tem that protects plants from the oxidation damage
that would otherwise result from absorbing more
solar energy than they can immediately utilize.)
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“The theory behind energy transfer in photosynthesis
is more than 50 years old, but some aspects have
never been quantitatively tested,” says research team
member Graham Fleming, who is Berkeley Lab’s
Deputy Director and a chemistry professor at UC
Berkeley. “We need the capabilities of NERSC to pro-
vide crucial quantities to test our models for energy
transfer in photosynthetic complexes.”

Lester says, “Before we had computational capabili-
ties such as those at NERSC, it was not possible to
model the energy and electron transfer processes we
want to study. NERSC is providing us with the com-
puters and software support that enable us to run
codes developed in my laboratory that will give us
the information we need and could not otherwise
obtain.”

Life on Earth depends on the photosynthetic reac-
tions that green plants and cyanobacteria use to
convert energy from sunlight into chemical energy.
Among other things, these reactions are responsible
for the production of all of our planet’s oxygen. In
high school biology, students learn that nature uses
chlorophyll, the family of green pigment molecules,
as a light absorber and energy-transfer agent, but
the physics and chemistry behind the overall process
are extremely complicated. What’s more, the ele-
mentary photosynthetic steps take place on times as
short as a few tens of femtoseconds (a femtosecond
being one millionth of a billionth of a second).



“According to the first law of photosynthetic eco-
nomics, a photon saved is a photon earned,” Fleming
says. “Nature has designed one of the most exquis-
itely effective systems for harvesting light, with the
reactions happening too fast for any light to be wasted
as heat. Current synthetic light-harvesting devices,
however, aren’t following nature’'s model.

“The photosynthetic light-harvesting system is so
sensitive to changing light conditions, it will even
respond to the passing of clouds overhead,” Fleming
adds. “It is one of nature’s supreme examples of
nanoscale engineering.”

Photosynthesis starts with a light harvesting system,
which consists of two protein complexes, Photosystem |
and Photosystem Il. Each complex features light-
absorbing antennae made up of members from two
families of pigment molecules, chlorophylls and
carotenoids. These pigment antennae are able to
capture photons of sunlight over a wide spectral and
spatial cross-section.

The chlorophyll and carotenoid molecules gain extra
“excitation” energy from the captured photons that
is immediately funneled from one neighboring mole-
cule to the next, until it arrives at another molecular
complex, which serves as a reaction center for con-
verting energy from solar to chemical (Figure 1).
This transfer of excitation energy involves several
hundred molecules and hundreds of individual steps
along different electronic pathways, yet still tran-
spires within 30 picoseconds for Photosystem | and
200 picoseconds for Photosystem II. By human
standards of time, that’s instantaneous.

“If we can follow the steps in transferring energy
from donor to acceptor molecules, we might be able
to design new and much more effective strategies

REACTION CENTER

FIGURE1 A simplified schematic of photon harvesting and energy
transfer to the photosynthetic reaction center.

for synthetic light harvesters,” Fleming says.

Because the extra energy being transferred from one
molecule to the next changes the way each molecule
absorbs and emits light, the flow of energy can be
followed spectroscopically. However, to do this,
Fleming and his experimental research team need to
know what spectroscopic signals they should be
looking for. This is where the INCITE grant is help-
ing. Lester, Aldn Aspuru-Guzik, and other collabora-
tors have developed and are running a quantum
Monte Carlo computer code called Zori' on NERSC's

'Alan Aspuru-Guzik, Romelia Salomoén-Ferrer, Brian Austin, Raul Perusquia-Flores, Mary A. Griffin, Ricardo A. Oliva, David Skinner, Dominik
Domin, and William A. Lester, Jr., “Zori 1.0: A parallel quantum Monte Carlo electronic structure package,” J. Comp. Chem. (in press). Harsha
Vaswani and Michael Frenklach contributed to the photoprotection application of Zori. The Zori code and documentation are available at

http://www.zori-code.com/.

7
Advances in Computational Science



FIGURE2 Nuclei of the spheroidene molecule, C41HgO. Carbon is
shown as green, hydrogen as gray, and oxygen as red.

Seaborg computer to predict the optimal electronic
pathways for photosynthetic energy transfer. NERSC
consultant David Skinner helped optimize the code
to take full advantage of Seaborg’s capabilities.

Says Lester, “Most people have long thought of com-
putational chemistry as only being able to tackle
simple systems reliably, but we’ve come a long way
with improved implementation of our algorithms in
recent years.”

Rather than tackling the entire complex process of
photosynthesis, Lester’s team wanted to work on a
manageable piece of the puzzle, so Fleming suggest-
ed studying the electronic structures behind photo-
protection. Research into photoprotection has
focused on the carotenoids in Photosystem Il, which
appear to be the regulatory agents that dissipate
excess energy, thus preventing oxidation damage.
(Carotenoids such as beta-carotene and lycopene
from the vegetables and fruits we eat perform a sim-
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FIGURE 3 Electron density of the spheroidene molecule.

ilar antioxidant function in the human body, protect-
ing us from a variety of illnesses.)

When green plants and photosynthetic bacteria
(including the cyanobacteria and purple bacteria
families) absorb more energy than they can use, the
chlorophyll molecules can undergo a transition to a
“triplet” state — a kind of variation in their energy
state. This state is very dangerous because it, in turn,
can excite molecular oxygen to its excited “singlet”
state — an exceedingly reactive chemical that destroys
the photosynthetic proteins and, in the end, will kill
the plant or bacterium.

Carotenoid molecules are ubiquitous in photosynthetic
organisms because they can remove (“quench”)
chlorophyll triplets, leading to harmless generation of
heat instead of dangerous singlet oxygen. In green
plants, an additional process called “feedback de-
excitation quenching” takes place, in which carotenoids
detect changes in the rate of photosynthesis via pH



FIGURE 4 Spin density of the spheroidene molecule.

levels (the feedback mechanism) and stop the exci-
tation from reaching the reaction center where oxi-
dizing compounds could be formed. Instead, the
excitation is dissipated from one molecular system
to another and the energy is safely released as heat.

Earlier studies had already identified spheroidene as
a photoprotective carotenoid in bacteria, so Lester’s
research team set out to calculate the excitation
energies and rate of triplet energy transfer between
bacteriochlorophyll (a close chemical relative of the
chlorophyll in green plants) and spheroidene. They
have developed a linear diffusion Monte Carlo
method that has high accuracy, scalability, and rela-
tive speed. The optimized Zori code now runs 10
times faster than the researchers’ original algorithm,
and they are now able to study systems 4 times larger
than those they worked on before the INCITE grant.’

2A. Aspuru-Guzik, R. Salomén-Ferrer, B. Austin, and W. A. Lester, Jr.
Monte Carlo,” J. Comp. Chem. (in press).

FIGURE 5 The spheroidene molecule in the protein environment.

The Lester group is developing methods for approximate treatment of
the chemical environment of the region surrounding the molecule
studied with the accurate quantum Monte Carlo method.

To make the results of their calculations more under-
standable, the Berkeley Lab/NERSC Visualization
Group worked with the researchers to create visual
images and movies of the simulation data (see
Figures 2-5 and http://www-vis.lbl.gov/Events/
SCO04/Incitel/). As the research progresses, the visu-
alization techniques developed for this project will
be able to illustrate the energy transfer pathways of
photosynthesis.

The next step for Lester’s research group is to imple-
ment an electron pair localization function that
describes the pairing of electrons in the spher-
oidene—bacteriochlorophyll molecular system, further
clarifying the energy transfer pathways. Then they
will apply their method to other components of pho-
tosynthetic processes, such as zeaxanthin, a
carotenoid in green plants that was recently proven

., A sparse algorithm for the evaluation of the local energy in quantum
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by Fleming’s experimental group to play a photopro-
tective role in green plants.

The computational scientists are also aiming to
develop optimal quantum Monte Carlo methods to
calculate the excited state of even larger molecules
involving thousands of electrons — a task that will
require the capabilities of the next generation of

supercomputers. Although the focus of this project
is photosynthesis, the work itself is fundamental
electron chemistry, so the computational methods
and codes developed in this project are likely to find
applications in a much wider range of chemical
research.

Research funding: BES, INCITE
(Organizational acronyms are spelled out in Appendix H.)

BEHIND THE BIG FLASH

CALCULATIONS REVEAL NEW EXPLANATION OF SUPERNOVA EXPLOSIONS

Type la supernovae are stars in more than one sense — they are playing a leading role in revealing

the history of the Universe, and they are attracting the devoted attention of a multitude of researchers.

As cosmic distance markers, Type la supernovae,
combined with other observations, led to the discov-
ery of the mysterious dark energy that is accelerating
the expansion of the Universe. These supernovae
also play an important role in the chemical evolution
of the Universe, fusing carbon and oxygen atoms
into heavier elements such as magnesium, silicon,
sulfur, iron, and nickel.

Understanding Type la supernovae in more detail will
provide answers to many cosmological questions. But
one of the most basic questions about the supernovae
themselves remains unanswered: How do they explode?

Although the origins of Type la supernovae have not
been demonstrated conclusively, they are generally
believed to originate in binary systems in which a
dense, compact star (possibly a white dwarf) accretes
mass from a companion star (Figure 1). When the
compact star's mass approaches the Chandrasekhar
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limit (about 1.4 times the mass of the Sun), a ther-
monuclear explosion takes place, consuming the
entire star and creating a brilliant flash that travers-
es the expanse of the Universe. But the triggering
mechanism of that explosion, and the details of its
evolution, have remained mysteries.

A star can burn in two ways: like a flame, which is
called deflagration, or like an explosion, called deto-
nation. Neither deflagration nor detonation by itself
can explain everything astronomers see in Type la
supernovae. So in the past decade, theorists have
proposed several “delayed detonation” models, in
which a deflagration phase is followed by detona-
tion. These models produce plausible results, but
they do not explain why or when the star detonates.

More details on how the explosion might be initiated
have emerged from the unprecedented full-star sim-
ulations created by one of the 2004 INCITE projects



FIGURE 1 Artist’s rendition of a white dwarf accreting mass from
its companion star.

at NERSC, “Thermonuclear Supernovae: Stellar
Explosions in Three Dimensions,” led by Tomasz
Plewa of the Center for Astrophysical Thermonuclear
Flashes at the University of Chicago and the Nicolaus
Copernicus Astronomical Center in Warsaw.

The simulations that Plewa and his colleague Timur
Linde ran on Seaborg — using 3.2 million processor
hours over the course of the year — investigated the
birth of the thermonuclear flame, an essential part
of an unexpected scenario that the researchers call
“gravitationally confined detonation” or GCD.' In this
scenario, the explosion begins with the ignition of

FIGURE 2 A three-billion-degree bubble of thermonuclear flame
mushrooms out of a compact star just seconds before a supernova
explosion. Pulled by the star’s gravity, the flame will sweep around
the star’s surface and collide with itself, detonating the explosion.

deflagration slightly off-center in the core of the star,
which results in the formation of a buoyancy-driven
bubble of hot material. This bubble rushes outward
at transonic speeds and breaks through the stellar
surface (Figure 2). Confined by the star’s gravity, the
burning shock wave races around the surface of the

'T. Plewa, A. C. Calder, and D. Q. Lamb, “Type la supernova explosion: Gravitationally confined detonation,” Astrophys. J. 612, L37 (2004).
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FIGURE 3 This half cross section of the star shows the density evolution of the deflagration phase, from the point of bubble breakout (top of
image) at 0.9 seconds after ignition (a), 1.4 seconds (b), and 1.9 seconds (c). Note that most of the material in the outer layers of the star is closely

confined as it rushes around the surface and engulfs the star.

star, pushing the fuel-rich outer layers ahead of it
like a thermonuclear tsunami (Figure 3).

This flood of nuclear fuel converges at the point
opposite the bubble breakout, forming a conical
compressed region bounded by the shock (Figure 4).
The crashing waves of matter carry enough mass and
energy to trigger a detonation just above the stellar
surface, resulting in a supernova explosion that
incinerates the progenitor star.

Plewa and his team still need to fill in the details of
gravitationally confined detonation. For example,
although the simulations show the right conditions
for detonation in two dimensions (assuming a sim-
plified geometry of the problem), the researchers
have not yet been able to simulate the inception of
detonation in three dimensions. Such high-resolution

simulations will push current supercomputers to the
limits of their capabilities.

In addition, the GCD mechanism needs to be veri-
fied by comprehensive spectral and polarimetric
studies and observations. The first such study was
conducted by Daniel Kasen and Plewa, who used a
part of the INCITE allocation to conduct Monte Carlo
radiative transport calculations. They demonstrated
that certain spectral features of some Type la super-
novae that cannot be explained by other models can
be interpreted as natural consequences of the defla-
gration phase in the GCD model.?

One strength of the GCD model is that it can
account for a number of typical characteristics
observed in thermonuclear supernovae:

2D. Kasen and T. Plewa, “Spectral signatures of gravitationally confined thermonuclear supernova explosions,” Astrophys. J. Lett. (in press),

astro-ph/0501453 (2005).
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FIGURE 4 This quarter cross section shows the density evolution of the surface flood across the lower portion of the star at 1.85 seconds (a)
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e The stellar expansion following the deflagration
redistributes mass in a way that ensures produc-
tion of intermediate-mass and iron group ele-
ments.

e The ejected matter has a strongly layered struc-
ture, with lighter elements on the outside and
heavier elements on the inside.

e The ejected matter is slightly asymmetrical, result-
ing from bubble breakout and detonation occurring
on opposite sides of the star.

e This asymmetry, combined with the amount of
stellar expansion determined by details of the evo-
lution (principally the energetics of deflagration,
timing of detonation, and original structure of the
progenitor star), can be expected to create a family
of Type la supernova explosions that are almost
but not exactly alike — just as astronomers have
observed.

Research funding: HEP, INCITE, ASC, NASA
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CREATION OF THE WHORLED

COMPUTATIONS PROBE THE SUBTLE PRINCIPLES GOVERNING TURBULENCE

In the world of physics, the difficulty of understanding turbulence in fluids is legendary. A humorous

legend has Albert Einstein (or Werner Heisenberg, or Horace Lamb) saying on his deathbed, “I'm

going to ask God two questions: Why relativity (or quantum electrodynamics), and Why turbulence?

I'm rather optimistic about getting an answer to the first question.”

A famous quotation is also variously attributed to
Einstein, Heisenberg, Richard Feynman, or Arnold
Sommerfeld: “Turbulence is the last great unsolved
problem of classical physics.” Whether any of those
luminaries actually uttered those words is beside the
point — everyone agrees with the statement.

Fluids (including air) are everywhere, and their
motions are usually turbulent. You can create an
exception by turning on a water tap just a little bit:
the water flow will be smooth and constant, or in the
jargon of physics, “laminar.” Turn on the water full
blast, and the flow becomes disorderly and turbulent.
The same change happens to smoke rising from a
cigarette into still air: the smoke immediately above
the cigarette is laminar, but a little higher up it
becomes rippled, chaotic, and diffusive — turbulent.

Fluid motion becomes turbulent when the speed of
the fluid exceeds a specific threshold, below which
frictional (“viscous™) forces prevent the chaotic
behavior. The mathematical expression of that thresh-
old is the Reynolds number, sometimes described in
simplified terms as the ratio of inertial to viscous
forces (although viscous effects remain significant
even at very high Reynolds numbers). The Reynolds
number is variable because it is proportional to both
the size of the object and the flow velocity. The
Reynolds number for air flowing over a cruising air-
craft might be in the range of 100 million, while for
blood flowing through an artery, it might be around
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1,000. But for any given problem, the higher the
Reynolds number, the more turbulent the flow —
and the more mathematically complicated.

The motion of fluids is described mathematically by
the Navier-Stokes equations, which express basic
principles of conservation of mass and momentum.
Solving the Navier-Stokes equations for high
Reynolds number turbulent flows requires massive
calculations; so to make the problem manageable,
most full-scale engineering calculations use approxi-
mations or models of some variables.

But a method called “direct numerical simulation”
(DNS) is available that solves the exact conservation
equations for mass, momentum, and chemical
species concentration and mixing without any
approximations. DNS is a powerful research tool that
can supply data at a level of detail well beyond what
is possible in experiments. Researchers use DNS
results to improve their understanding of turbulent
phenomena and to develop and test more accurate
statistical models of turbulence. Those models in
turn can be used to analyze experimental results; to
simulate data that cannot be readily obtained by
experiment, such as correlations between variables;
or to solve engineering problems.

“The complexities of turbulence limit our ability to
predict natural phenomena, such as weather, and to
design improved engineering devices, ranging from



FIGURE 1 NASA photo of a cloud vortex with smaller vortices over the Madeira Islands.

engines to airplane wings to artificial heart valves,”
says P. K. Yeung, Professor of Aerospace Engineering
at the Georgia Institute of Technology, and principal
investigator of the INCITE project “Fluid Turbulence
and Mixing at High Reynolds Number.” This project
used close to 2 million processor hours at NERSC in
2004 in the quest to find the underlying order in
apparently disorderly motion and to help develop
statistical models of turbulent mixing and dispersion.

“DNS is very CPU intensive, so it provides a grand
challenge for high performance computing,” Yeung
says. “Our INCITE award has allowed us to perform
the largest simulation of fluid flow turbulence ever
done in the U.S., at a level of detail and within a
time frame not possible otherwise. We have used as
many as 8 billion grid points to probe deeply into a
problem arising in multiple fields of science and
engineering. Our simulation has achieved a Reynolds

number comparable to or higher than that observed
in many laboratory experiments.”

An important feature of turbulent flows is that they
are composed of fluctuating eddies or vortices of
many sizes, which are constantly forming and break-
ing down (Figure 1). When the smallest eddies suc-
cumb to viscosity, their energy dissipates into heat.
The first person to apply mathematics to weather
forecasting, British meteorologist Lewis Richardson,
described this process in verse:

Big whorls have little whorls,

That feed on their velocity;

And little whorls have lesser whorls,
And so on to viscosity.

The flow of energy between the large, intermediate,
and small scales was first expressed mathematically
by Kolmogorov in 1941. His theory predicts a uni-
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versal constant and a —5/3 exponent for the energy
spectrum at intermediate scales for all flows if the
Reynolds number is high enough. While the
Kolmogorov constant is still considered a good
approximation, over the years researchers have found
that some features of the theory are not confirmed
by experiment.

“High Reynolds number simulations can help answer
unresolved questions like this,” Yeung says.
“Although our focus in this project is on small
scales, the high grid resolution allows a wide enough
range of scales to test the Kolmogorov constant and
other theories and models used to describe flow
behavior in applications.”

Yeung’s DNS simulations examine the most basic,
simple form of turbulence, which is isotropic, that
is, uniform in all directions. With high resolution
and long runs, these simulations produce more
detailed and realistic data than can be obtained
from shorter, low-resolution simulations. DNS data
from multiple computer runs can be analyzed to
derive important statistical characteristics of turbu-
lent flows, as well as information that can be used
to model complex real-world turbulence. The INCITE
project has made significant contributions to a data-
base that now encompasses Taylor-scale Reynolds
numbers from 38 to 700 and grid resolutions from
643 to 20483

As if turbulence were not difficult enough, the mix-
ing or diffusion of substances or heat in turbulent
flows adds further mathematical complications.
Diffusion is important for anyone studying the
spread of pollutants released into water or the
atmosphere, and it is especially important in the
study of combustion, where chemical reactions
depend on the proximity of the reactants. For exam-
ple, when a homogeneous mist of fuel is injected
into a combustion chamber, the turbulence of the
gases already present breaks up the uniformity of
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the fuel mist at first, making it uneven and disorder-
ly. But a high level of turbulence eventually tends to
mix the fuel with the gases more or less evenly.
Better control of diffusion in a combustion chamber
results in less unburned fuel and fewer undesirable
byproducts.

The mathematical representation of the mixed sub-
stance in a turbulent flow is called a “passive
scalar.” Obukhov and Corrsin independently extend-
ed Kolmogorov's theory to the study of passive scalar
fluctuations. Of course, turbulent mixing of several
different substances requires multiple scalars,
resulting in even more complex calculations, so the
reliability of the Obukhov-Corrsin constant is critical.
One of the earliest results of this INCITE project was
the best demonstration to date of Obukhov-Corrsin
scaling in the spectrum of fluctuations in turbulent
mixing, supporting the validity of this theory.

One of the ways in which scalar dissipation differs
from energy dissipation in turbulence is that scalar
dissipation is less uniform in both space and time. A
phenomenon called intermittency — intense, local-
ized fluctuations of any quantity in a turbulent flow
— can result in localized extinction and reignition of
a combustion process, so calculating intermittency
accurately is important in combustion modeling and
engineering applications, as well as many others.

To help Yeung and his collaborators understand the
patterns of intermittency in their simulations, the
Berkeley Lab/NERSC Visualization Group created
images showing energy and scalar dissipation for
various “slices” of the data, with data magnitude
mapped to both color and height for easy visual
recognition of differences. Figure 2 shows that at
high Reynolds number, scalar dissipation has much
higher “peaks” than energy dissipation. Figure 3
compares scalar dissipation at low and high
Reynolds numbers, and shows more intense and
localized peaks at the higher Reynolds number.



Energy dissipation Scalar dissipation

FIGURE 2 Energy and scalar dissipation at Taylor-scale Reynolds number (R;) ~700 (20483 grid points). Scalar dissipation shows higher peaks.

R, ~160 (256%) R, ~700 (2048%)

FIGURE 3 Scalar dissipation for low (left) and high (right) Reynolds numbers. The peaks are more intense and localized at the higher

Reynolds number.
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Figure 4 presents a three-dimensional depiction of
scalar dissipation data.

“Our successes with the INCITE program have drawn

attention in both the science and supercomputing
communities, and created a very broad range of
opportunities for the future,” Yeung says. “More
than twenty leading scientists in the field have indi-
cated a strong desire to access our database to
answer questions that they have long sought to
resolve. We are extending the simulations to turbu-

lent reacting flows where phenomena such as extinc-

tion and reignition are strongly dependent on small-
scale mixing and intermittency.”

Besides Yeung and his Ph.D. student Diego Donzis
of the Georgia Institute of Technology, this project
also involves close collaborations with K. R.
Sreenivasan, who is both Distinguished University
Professor at the University of Maryland and Director
of the International Centre for Theoretical Physics in
Trieste, ltaly, and, more recently, Rodney Fox, who
holds both an endowed chair professorship at lowa
State University and an Associate Scientist position
at the Ames Laboratory. The first publication of
results from this research is P. K. Yeung, D. A.
Donzis, and K. R. Sreenivasan, “Turbulence and
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FIGURE 4 Using an imaging method called volume rendering, data

values from the 3D scalar dissipation data slice are mapped onto
color and opacity, revealing more features of the data. A movie of this
image rotating can be viewed at http://www-vis.Ibl.gov/Events/SC04/
Incite3/scdiss2_vol_2.mpg.

scalar transport in numerical simulations at 20483
resolution,” Bull. Am. Phys. Soc. 49, 22 (2004).
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PARTICLE PHYSICS, PRECISELY

IMPROVED ALGORITHMS AND FASTER COMPUTERS ENABLE FIRST HIGH-PRECISION

CALCULATIONS OF HADRON PROPERTIES

Physicists who work in the field of lattice quantum chromodynamics — lattice QCD for short — are

nothing if not patient. For 30 years they have been trying to use the basic QCD equations to calcu-

late the properties of hadrons — particles (including protons and neutrons) composed of quarks,

antiquarks, and gluons. Limited by the speed of available computers, they have had to simplify their

simulations in order to get results in a reasonable amount of time, and those results typically had an

error rate of around 15% when compared with experimental data.

Now, with faster computers, improved algorithms
that employ fewer simplifications of physical
processes, and better-performing codes, four QCD
collaborations involving 26 researchers have reported
calculations of nine different hadron masses, cover-
ing the entire range of the hadron spectrum, with an
error rate of 3% or less. This report, published in
the journal Physical Review Letters under the title
“High-precision lattice QCD confronts experiment,
marks the first time that lattice QCD calculations
have achieved such precise results for such diverse

nl

physical quantities using the same QCD parameters.

QCD is the theory of the “strong force,” by which
gluons bind quarks together to form hadrons. QCD
theorists use computer simulations to determine the
most probable arrangements of gluons and quarks
inside a particle and then use these configurations
to determine the particle’s properties. Calculating all
the possible positions of quarks and gluons would be
impossible, so theorists simplify the problem by
imagining space and time not as a continuum, but

as a lattice — a four-dimensional grid of discrete
points at which quarks and gluons can reside. This
approach, called lattice QCD, transforms an impossi-
ble problem into one that is extremely difficult but,
in principle, solvable.

Lattice QCD has already explained why quarks do
not exist as separate particles, explored the symme-
tries of the strong force, and predicted the tempera-
ture at which protons and neutrons melt. Soon theo-
rists expect they will be able to make predic