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2021 NERSC USERS ACROSS US AND WORLD

50 States + Washington D.C. and Puerto Rico

46 Countries

~9,000 ANNUAL USERS FROM 800 Institutions + National Labs
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Top Science Disciplines
(By computational hours used)
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1,536 NVIDIA A100 9,600 Intel Xeon Phi “KNL"
accelerated nodes manycore nodes
4 A100 GPUs & 1 AMD “EPYC" 2,000 Intel Xeon
CPU per node “Haswell” nodes
384 TB (CPU) + 240 TB (GPU) 700,000 processor cores,
memory 1.2 PB memory
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